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We consider a system of particles performing a one-dimensional dyadic
branching Brownian motion with space-dependent branching rate, negative
drift —p and killed upon reaching 0. More precisely, the particles branch at
rate r(x) = (1 + W(x))/2, where W is a compactly supported and nonnega-
tive smooth function and the drift u is chosen in such a way that the system
is critical in some sense.

This particle system can be seen as an analytically tractable model for
fluctuating fronts, describing the internal mechanisms driving the invasion
of a habitat by a cooperating population. Recent studies from Birzu, Hal-
latschek and Korolev suggest the existence of three classes of fluctuating
fronts: pulled, semipushed and fully pushed fronts. Here, we focus on the
fully pushed regime. We establish a Yaglom law for this branching process
and prove that the genealogy of the particles converges to a Brownian Coa-
lescent Point Process using a method of moments.

In practice, the genealogy of the BBM is seen as a random marked metric
measure space and we use spinal decomposition to prove its convergence in
the Gromov-weak topology. We also carry out the spectral decomposition of
a differential operator related to the BBM to determine the invariant measure
of the spine as well as its mixing time.

CONTENTS
Lo Introduction . . . . . . . L e e e 1383
1.1. The model and assumptions . . . . . . . . . . . . . ittt e e 1383
1.2, Mainresults . . . . . . .o o e e e 1385
1.3. Comparison with previous work . . . . .. ... .. L L 1387
L4, Notation . . . . . . ... . 1390
2. Outline of the proof . . . . . . . . o . e 1390
2.1. Marked metric Measure SPACES . . . . v v v v v v v e e e e e e e e e e e e e e e e e 1391
2.2. Marked Brownian coalescent point process (CPP) . . . .. ... ... ... ... ... ...... 1392
2.3. Convergence Of MMIM . . . . . . . .. .ttt ittt et et et e e 1393
24. The k-Spine . . . . . . o o o e e 1394
2.5, Limiting MOMENES . . . . . . o o v vttt e e e e e e e e e e e 1396
2.6. Choosingthecutoff L . . . . . . . . . . e 1398
3. The many-to-few theorem . . . . . . . . . . . . L e 1398
3.1, Thegeneral Case . . . . . . o o v it i it e e e 1398
3.2, Subcritical OPerators . . . . . . ... e e e e e e e e 1403
33. The BBMinaninterval . . . . . .. . ... . e 1405
4. Spectral theory . . . . . . L 1405
4.1, Preliminaries . . . . . . . . . L e e 1405
4.2. Heatkernel estimate . . . . . . . . . . . o ittt e e e e 1412
43. Green’s function . . . . . . . ... 1413

Received February 2023; revised October 2024.

MSC2020 subject classifications. Primary 60J80; secondary 60J65.

Key words and phrases. Branching Brownian motion, Brownian coalescent point process, Spinal Decomposi-
tion.

1382


https://imstat.org/journals-and-publications/annals-of-probability/
https://doi.org/10.1214/24-AOP1736
https://www.imstat.org
mailto:emmanuel.schertzer@univie.ac.at
mailto:julie.tourniaire@univ-fcomte.fr
https://mathscinet.ams.org/mathscinet/msc/msc2020.html

GENEALOGIES IN FULLY PUSHED WAVES 1383

4.4. The number of particles escaping thebulk . . . . . .. ... ... ... .. .. . L. 1417
5. Convergence Of MOMENLS . . . . . . . o v vttt e e e e e e e e e e e e e e e 1419
S1.E-MIXing . . . . L 1419
5.2. Uniformintegrability . . . . . . . . . .. . e 1420
6. Survival probability (Othmoment) . . . . . . . . . ... . e 1422
6.1. Step 1: Roughbounds . . . . . ... ... 1423
6.2. Step 2. Comparing a(t) and u(f,X) . . . .« o e e e e 1425
6.3. Step 3. Kolmogorov estimates . . . . . . . . . . .. i e 1428
7. Convergence of MEtriC SPACES . . . . .« v v v v vt vt e e e e e e e e e 1428
7.1. Truncation of marked mMetric SPaCes . . . . . . . . . . it e e e e 1428
7.2. Proof of Theorem2and 3. . . . . . . . . . . e 1429
Funding . . . . . 1432
References . . . . . . . 1432

1. Introduction.

1.1. The model and assumptions. We consider a dyadic branching Brownian motion
(X:)r>0 (BBM) with killing at 0, negative drift —u and position-dependent branching rate

1 1
(0 r) =W+,

for some function W : [0, +00) — R. We assume that W satisfies the following assump-
tions:

(A1) the function W is nonnegative, continuously differentiable and compactly supported.
(A2) the support of W is included in [0, 1].

We denote by N; the set of particles in the system at time ¢ and for all v € \;, we denote by
Xy = X, (t) the position of the particle v. Furthermore, we write Z; := | ;| for the number of
particles in the system at time . We write P, for the law of the process initiated from a single
particle at x > 0 and E, for the corresponding expectation.

Critical regime. We aim at choosing w in such a way that the number of particles in the
system stays roughly constant.

Fix L > 1 and consider the BBM (XtL )¢~0 with branching rate r (x), drift —u and killed at
0 and L. Denote by AL the set of particles in this system at time ¢ and define Z' = |NF|.
By a slight abuse of notation, we will also denote by x, the positions of the particles in the
BBM XZL. Let (¢, x, y) — ps(x, y) be the fundamental solution of the linear equation

1
dru(t,y) = anyu(t, y) + poyult, y) +r(yult,y),
u(t,0)=u(,L)=0.

(A)

We say that p; = p,L is the density of particles in X’ in the sense that for any measurable set
B C [0, L], the expected number of particles in B at time ¢ starting from a single particle at
x is given by [ p/(x, y)dy (see, e.g., [25], page 188). Let us now define

) K21
2) g(x,y) =l T py(x, y).

A direct computation shows that g; is the fundamental solution of the self-adjoint PDE

1 1
Oru(t, y) = S0yyult, y) + ZWyul, y),
u(t,0)=u(t,L)=0.

(B)
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Let A1 = A1 (L) be the maximal eigenvalue [36], Chapter 4, of the Sturm—Liouville problem
(SLP) %v”(x) + %W(x)v(x) = Av(x),

with boundary conditions

(BO) v(0) =v(L) =0.

It is known that A; is an increasing function of L [28], Theorem 4.4.1, and that it converges to
a finite limit Afo € (—00, +00) as L — oo [28], Theorem 4.3.2. We now choose w in such a
way that the expected number of particles is neither increasing nor decreasing exponentially.
According to (2), we expect that for large ¢

pu(x, ) & 0 T POV G)
o)1

where v denotes an eigenfunction associated to A for the Sturm—Liouville problem (SLP)
and || - || refers to the L2-norm. This motivates the following definition.

DEFINITION 1 (Critical regime). The BBM is in the critical regime iff

3) p=,/1+22%.

Pushed and pulled waves. The next definitions are motivated by recent numerical simula-
tions and heuristics [4, 5] for the noisy F-KPP equation with Allee effect

1 u
4) u,zzuxx+u(l—u)(l+Bu)+\/%n.

From a biological standpoint, this equation describes the invasion of a one-dimensional habi-
tat by a cooperating population: u(t, x) stands for the population density, B > 0 measures the
strength of the cooperation between the individuals, NV scales the local density of individu-
als and 5 is a space-time white noise. It is known that (4) exhibits two phase transitions as
the strength of the cooperation B increases. In the corresponding PDE (N = 00), the fronts
are said to be pulled if the speed of the limiting travelling wave solutions is equal to 1 and
pushed if it is larger than 1. The transition between pulled and pushed waves occurs at B = 2
[16]. The numerical observations made in [5] indicate a second phase transition in (4) for
N < o0. For pulled waves (B € (0, 2)), macroscopic fluctuations in the position of the front
are observed on a time scale of order log(N)>. In the pushed regime (B > 2), they emerge
on the time scale N for B > 4, and N&*l, for some & € (1, 2), for B € (2,4). This leads to
the distinction of two classes of pushed waves: semipushed waves for B € (2,4) and fully
pushed waves for B > 4. We refer to [35] for more details on the biological interpretation
of this model and to Section 1.3 for a brief overview on rigorous results in the pulled and
semipushed regimes.

DEFINITION 2 (Pulled, semipushed, fully pushed regimes). Consider the BBM (X;) in
the critical regime. Define

(5) B :=,/2A° and a::M.
w—p

1. If A{° =0, or equivalently o = 1, the BBM is said to be pulled.
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2. If A{° € (0, 1/16) or equivalently
ae(l,2) < u=>3p,

the BBM is said to be semipushed.
3. If AY° > 1/16 or equivalently

(Hpp) a>2 <— u<3g,

the BBM is said to be fully pushed.

We say that the BBM is pushed if it is either semi or fully pushed, that is, when
(Hp) 22 > 0.

It is conjectured that, up to rescaling, the size and the genealogy at large times is indistin-
guishable from those of a continuous-state branching process (CSBP). More precisely:

1. In the pulled regime, the population size should converge to Neveu’s continuous-state
branching process and the genealogy of the BBM to the Bolthausen—Sznitman coalescent
(see [2] in the case W = 0) on the time scale log(N )3.

2. In the semipushed regime, the population size should converge to an «-stable CSBP
on the time scale N~!, for « as in (5). In the previous example, this has been proved only
in the case where W = 19 1} [35]. Therein, it is also conjectured that the genealogy should
converge to a time-changed Beta(2 — «, a)-coalescent [3, 29, 34].

3. In the fully pushed regime, the rescaled population size should converge to a Feller dif-
fusion on the time scale N, and the genealogy should be indistinguishable from the genealogy
of a large critical Galton—Watson process with finite second moment. This is the content of
the present article.

Note that the time scales over which the demographic fluctuations emerge in the BBM are
similar to those observed in fluctuating fronts solution to (4). In addition, the transition be-
tween the pulled and the pushed regimes occurs precisely when the speed of the killing
boundary (0) becomes larger than 1 (see (3) and (H))).

EXAMPLE 1. Let e > 0. Let W be a function satisfying assumption (A1). Consider the
BBM with inhomogeneous branching rate r.(x) = % 4+ eW(x) in the critical regime (see
Definition 1). By [28], Theorem 4.6.4 and Theorem 4.4.3, there exists 0 < &) < &7 such
that:

1. The BBM is pulled if ¢ € (0, 7).
2. The BBM is semipushed if ¢ € (e1, €2).
3. The BBM is fully pushed if ¢ > ¢&;.

REMARK 1. We believe that our results could be extended to a certain class of perturba-
tions W decreasing exponentially fast to 0. However, this raises technical challenges that we
do not tackle in this work.

1.2. Main results. Throughout this paper, we assume that the BBM X is critical (see (3)).

PROPOSITION 1. Let vy be the eigenfunction associated to the eigenvalue Ay for the
Sturm—Liouville problem (SLP) with boundary conditions (BC), normalised in such a way
that vi(1) = 1. Under (H)), vi converges pointwise and in L? to a positive limiting function
v‘fo as L — o0o. Furthermore, if in addition (H ¢p) holds, then

/ e (1) (x) dx < oo.

Ry
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To see why the latter proposition may hold true, recall that W = 0 on [1, co). Hence, on
this interval, the problem reduces to

%vf(x):)»lvl(x), xel[l,L], v (L)=0.

sinh(v/271 (L—x))
sinh(yv/221 (L—1))
on [1, L] so that, for all x € [1, 00), vi(x) = v{°(x) = e PE=D The integrability condition
then holds under the extra assumption (H z).

In the following, we consider

If we impose the condition v (1) = 1, a direct computation shows that vy (x) =

(6) h%®(x) :=ée ™ vX®°(x) and h*®(x):= e e (x),

cllvfell?

00 -1
¢:= (/(; e_“xv‘fo(x)dx> .

The constant ¢ is thought as a Perron-Frobenius renormalisation constant (see, e.g., [1],
page 185), in the sense that 2°° (resp. A*°) is a right (resp. left) eigenfunction associated
to the maximal eigenvalue of the differential operator

1
(7 Lu = Eaxxu — uoxu +r(x)u,

where

normalised in such a way that
o0 00 ~
/ h*°(x)dx=1 and / h>®°(x)h>®°(x)dx =1.
0 0

From this perspective, the function 2> should correspond to the stable configuration of the
system and the function 2% to the reproductive values of the individuals as a function of their
positions. We will write TI* for the probability distribution whose density is given by

(8) M (x) 1= h®(x)h®(x) = (v @) /[v°])*, x>0.

THEOREM 1 (Kolmogorov estimate). Assume that (Hy,) holds. As N — oo, for all
x,t >0,

NP, (Z;ny >0 2 oo h = h®(2))h>®(z) d
(Zy > 0) > ) Wm?'—/RJ(Z)( 2)%h®(2) dz.

This theorem is a continuous analogue of Kolmogorov estimate for multi-type Galton—
Watson processes [1], page 187.

We now turn to the description of the genealogy and the Yaglom law.

Intuitively, the next result states that the genealogy is asymptotically identical to the one of
a critical Galton—Watson [20, 23, 24] and that the marks are assigned independently according
to h*°. Let us now give a more precise description of our result.

From now on, we condition on the event {Z;y > 0}. Let (v1,..., vx) be k individuals
chosen uniformly at random from N;y. Denote by d;y (v;, v ;) the time to the most recent
common ancestor of v; and v;. We write x,, for the position of the ith individual v; at time
tN.Let U be a uniform r.v. on [0, t] and 6 > 0. Define U? such that

9) Vs<t, PU’<s):= q iZﬁ;ijs;)'
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Let (Uf; i € [k]) be k i.i.d. copies of UY and set
Vi<i<j<k, Ul;=U}; =max{U]:leli,....j—1}}.

Define the random distance matrix (H; ;) := (H; j;i # j € [k]) such that for every bounded
and continuous function ¢ : RF R,
0

00 k—1
10 Blo(H =k [ rn(rg)  Ell@)]as.

Finally, (W;) := (W;;i € [k]) will denote a sequence of i.i.d. copies of a random variable
with law 2.

THEOREM 2 (Yaglom law and limiting genealogies). Assume that (H sp) holds. Let t > 0.
Suppose that the BBM starts with a single particle at x > 0. Conditional on {Z;y > 0}, as
N — oo:

(1) we have
Zin X%
—_— % —_—
N 2
where & is a standard exponential distribution.
(ii) ((W) , (xvi)> converges to the distribution of ((He, 0;), (Ws;)) where o is a
random uniform permutation of {1, ..., k} and o, (H; ;) and (W;) are independent.

E, indistribution,

REMARK 2. The random distance matrix (H; ;) is the one obtained from a critical
Galton—Watson with finite second moment conditioned on surviving up to a large time. See
[20, 23, 24].

1.3. Comparison with previous work. Branching Brownian motions with inhomoge-
neous branching rates have received quite a lot of attention in the recent past [13, 14, 17, 19,
22, 26, 32, 35]. The general approach always relies on a spinal decomposition of the BBM.
Roughly speaking, the spine is constructed by conditioning a typical particle to survive. This
conditioning is achieved thanks to a Doob-# transform. In our setting, the harmonic function
is approximated by A (x) oc e**vy(x) and the resulting A-transform is given by

v} (x;)
v1(xr)

(11) dx; = dt +d By,
where B; is a standard Brownian motion (see Section 3).

A key assumption underlying [14, 17, 19, 22, 31] is that the harmonic function 4 is
bounded. From a technical stand point, we emphasise that this assumption is the one dis-
tinguishing our work from the previous ones. Indeed, in the pushed regime, we shall see
that v; decreases exponentially at rate 8 so that the harmonic function % (x) blows up as x
tends to co. Due to the explosion of the harmonic function, many of the previously developed
techniques break down in our case.

At first sight, this assumption may only seem technical. However, it is the key assumption
which makes possible a transition from the semi to the fully pushed regime. In the pushed
regime, the invariant distribution for the spine dynamics (11) is given by

vi(x)

12 [T(x) = .
12 = o

Hence, for x large enough,

(13) h(x)TI(x) ~ e 3P)x
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It then becomes clear from Definition 2 that, in the fully pushed regime (resp. semipushed),
the harmonic function is integrable (resp. nonintegrable) with respect to the invariant measure
of the spine. As a consequence, relaxing the assumption under which # is bounded is crucial
for understanding the transition between these two regimes.

This generalisation raises interesting technical challenges. A large fraction of the present
work (Section 4.1) is devoted to estimating the speed of convergence of the spine to its in-
variant measure IT in the pushed regime. More precisely, we use Sturm-Liouville theory in
order to derive the spectral decomposition of the differential operator (B) and show that the
relaxation time of the system is of order log(/N). The difficulty arises from the fact that the
negative part of the spectrum of the Sturm-Liouville problem (SLP) becomes continuous as
L — oo (see Figure 1). Not only is this contribution relevant to the fully pushed regime, but
also to the semipushed one. This will be the subject of future work.

One of the main contribution of the present work is the description of the genealogy
spanned by the population at a large time horizon. Beyond our Kolmogorov estimate and
the Yaglom law reminiscent of [14, 17, 19, 22, 31], we use k-spine decomposition [21] and
the method of moments developed in [13] to prove convergence of the genealogy to a con-
tinuum random metric space known as the Brownian coalescent point process [30] in the
Gromov weak topology. This approach will be further explained in the next section.

The demography and the genealogy of the critical BBM X have already been investi-
gated in the pulled and semipushed regimes [2, 27, 35]. For W = 0, it was shown [2, 27]
that A7° = 0 (pulled regime) and that the rescaled population size (%Z, log(ny3» £ = 0) con-
verges to Neveu’s CSBP. Using this scaling limit, Berestycki, Berestycki and Schweins-
berg [2] established the convergence of the genealogy to a Bolthausen—Sznitman coales-
cent on the time scale log(N)3. In [2, 27], the limiting spectrum is also continuous but
the spectral analysis of (SLP) is straightforward: the spectrum is explicit and given by

hiL = 2L
A% e (0, 16) (semipushed regime), the exponent « defined in (5) belongs to (1,2) and the

2 and v 1 (x) = sm(””) In [35], it was proved that, if W is a step function and

process (% Z,ye—1,t > 0) converges to an «-stable CSBP. This indicates that the genealogy
of the BBM in the semipushed regime is given by a time-changed Beta-coalescent [3]. Note
that, for o > 1, the time change depends on the size of the population and is thus random.
When W = 1| 1, the spectrum of (SLP) is also explicit.

In the present work, we deal with the case A{° > 11—6 for continuous compactly supported
perturbations W. In particular, the spectral decomposition of (SLP) is not explicit and we
use the Priifer transformation to derive the required estimates on the (v; 1) and the (A; 1).
Moreover, our strategy is conceptually different from that used in [2, 27, 35]. Extending the
method of moments from [13] to branching diffusions allows us to characterise the genealogy
of the system without describing its demographic fluctuations. In fact, the joint convergence
of the fluctuations, the genealogy and the configuration of the BBM is a consequence of the
convergence of the marked metric measure space associated to the BBM in the Gromov weak
topology. In addition, this method allows us to describe the limiting genealogy of the BBM
on a deterministic time scale that only depends on the parameters of the model.

EXAMPLE 2. Consider W = 10.1j,1j. It was calculated in [35] that the negative part of
the spectrum of (SLP) with boundary conditions (BC) consists of the solutions to

tan(+/9 — 21) _ _tan(«/ —2A(L —1))
Ny V=2 '

The solutions of this equation are plotted on Figure 1

(14)
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FIG. 1. Negative spectrum of the Sturm—Liouville problem (SLP) with boundary conditions (BC) for W defined
as in Example 2 and different values of L. The blue line corresponds to RHS of (14) and the red line to the LHS
of (14).

L=100

Various models have been suggested to explain the effect of cooperation (or Allee effect)
on the genetic diversity of expanding populations (see, e.g., [5, 11, 33]). In this work, we
consider a toy model for what happens at the tip of the invasion front. Our BBM can be
seen as a moving frame following the particles leading the invasion. At the leading edge,
the competition for resources is negligible and, as a first approximation, the particles evolve
independently. In this framework, the killing boundary at O models the beginning of the bulk
and the perturbation W encodes the Allee effect. Despite its simplicity (independence of the
particles, compactly supported perturbation), this system exhibits the same phase transitions
and the same macroscopic behaviour as the model with interaction (4) (see Section 1.1 and
[35], Section 1.4), which suggests that the two models belong to the same universality class.
In particular, this indicates that the phase diagram introduced in Definition 2 may not depend
on the precise form of the interactions between the individuals. In a nutshell, our model can
be seen as a linearisation of (4) that captures the nonlinear signature of Allee effects.

In the present work, we show that the genealogy of fully pushed waves is similar to that
of a neutral unstructured population with finite reproductive variance, as conjectured in [4]
for fluctuating fronts. We refer to [11] for a similar results on bistable waves in a model with
interactions.

We conclude this section by highlighting that our integrability condition already appeared
in different forms:

e In [5], the authors derive an explicite formula for the variance in the position of the front.
They show that this variance is given by 20%¢, for some constant 0> = ¢>(N) such that
(see [5], equation [5])

1
oo / P ()2 p (0 dx,
N Jr

where v is the propagation speed of the determinist dynamic associated to (4) (N = o0)
and p refers to the corresponding travelling front. The mass of the above integral is con-

centrated where p ~ 0. The dispersion relation then shows that p(x) ~ e~V vi=Dx jp
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this region so that o2 is infinite and the fluctuations are much larger than the one pro-
vided by the central limit theorem when v > 34/v2 — 1. This is precisely our integrability
condition (H ).

e The harmonic function % (x) can be interpreted as the reproductive value of an individual at
X, that is, its relative contribution to the travelling wave. Interestingly enough, this quantity
also appears in the context of deterministic bistable fronts; see, for example, [33], equations
8. Recalling that p; (x, -) refers to the density of particles in the BBM starting from a single
particle at x (see (A)), the quantity

(15) AIUM@ﬁMLWW

can be interpreted as the reproductive variance in the BBM at time . We will show that,
for sufficiently large time ¢, the density of particles in the process p;(x, y) is roughly
proportional to ﬁ(y) ~ e " v1(y). Hence, (15) is finite precisely when (13) is integrable.
From this perspective, the Kolmogorov estimate and the Yaglom law established in this
article are very similar to those obtained for multi-type Galton—Watson processes with
finite variance [1], page 185 (see Section 1.2).

e In [5, 11], the integral [AIl is interpreted as the rate of coalescence of the lineages at
the tip of the front. As a first approximation, the lineages coalesce instantaneously at the
leading edge when they meet on the same site. Hence, the time to coalescence is roughly
given by an exponential random variable of parameter proportional to

00 1
(16) A MWy,

When this parameter is finite, the genealogy of the sample should converge, after suitable
scaling, to Kingman’s coalescent. Recalling that p;(x, y) occ e *Yv1(y) for t > 1, we see
that the parameter (16) is finite precisely when (13) is integrable.

1.4. Notation. Given two sequences of positive real numbers (ay) and (by), we write
ay L by, if ay/by — 0 as N — co. We write ay < by if ay /by is bounded in absolute
value by a positive constant and ay < by if ay < by and by < ay. We write O (-) to refer to
a quantity bounded in absolute value by a constant times the quantity inside the parentheses.
Unless otherwise specified, these constants only depend on A{°. For k € N, we write [k] for
the set of natural numbers {1, ..., k}.

2. Outline of the proof. Our approach relies on the method of moments devised in [13].
To illustrate this approach, let us first think about the Yaglom law of Theorem 2. To prove
this result, one needs to show that the moments of Z;y/N converge to the moments of an
exponential random variable. It turns out that this approach can be extended to genealogies.

In Section 2.1, following [9], we encode the genealogy at time N as a random marked
metric measure space. The moments of this random marked metric measure space are ob-
tained by biasing the population by its kth moment and then picking k individuals uniformly
at random (see Remark 3 below). In Section 2.2, we introduce a limiting random marked
metric measure space called the marked coalescent point process (CPP) which corresponds
to the limiting genealogy of a critical Galton—Watson process [30]. The remainder of the sec-
tion is dedicated to the sketch of the proof for the convergence of the moments of our BBM
to the moments of the marked CPP using the spinal decomposition introduced in [13].
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2.1. Marked metric measure spaces. Let (E,dg) be a fixed complete separable metric
space, referred to as the mark space. In our application, E = (0, 0o) is endowed with the usual
distance on the real line. A marked metric measure space (mmm-space for short) is a triplet
[X,d, v], where (X, d) is a complete separable metric space, and v is a finite measure on
X x E. We define | X| := v(X x E). (Note that v is not necessarily a probability distribution.)
To define a topology on the set of mmm-spaces, for each k > 1, we consider the map

. i(x x EY' > RY x EX,
k- . .
(i, xi); i <k) > (d(vi,v)), xi3 i, j < k),
that maps k points in X x E to the matrix of pairwise distances and marks. We denote by
Vk X = p® o R, 1, the marked distance matrix distribution of [X, d, v], which is the push-
forward of v®¥ by the map Ry. Let k > 1 and consider a continuous bounded test function
Q: R’f x E¥ — R. One can define a functional

k
o(d (i, v)), xizi # j € [k]) [ [ v(dv @ dxi).

(17) qD(X,d,v):(vk,X,(p)z/.
i=1

(XxE)k
Functionals of the previous form are called polynomials, and the set of all polynomials, ob-
tained by varying k and ¢, is denoted by II. Let ¢ be of the form

o(di,vj), xizi # jelkl) =] [vij(divp) [ [eiCx),
iJ i

where ¥; ;, ¢; are bounded continuous functions. In this case, we say that ®(X,d,v) is a
product polynomial. We denote by I the set of product polynomials.

DEFINITION 3. The marked Gromov-weak (MGW) topology is the topology on mmm-
spaces induced by II. A random mmm-space is a r.v. with values in M—the set of (equiva-
lence classes of) mmm-spaces—endowed with the marked Gromov-weak topology and the
associated Borel o-field. The marked Gromov-weak (MGW) topology is identical to the
topology induced by the product polynomials II.

For a random mmm-space [ X, d, v], the moment of [ X, d, ;] associated to & is defined as
E[®(X,d, v)].

REMARK 3. Consider a random mmme-space [X, d, v]. Assume that lE[lek] < 00. The
moments of [ X, d, v] can be rewritten as

E[®(X,d,v)] =E[|X[¥] x E[1X [*o(d(vi,v}), Xy, i # j € [K])],

E[1X[¥]
where (v;, x,,) are k points sampled uniformly at random with their marks and |X| := v (X X
E) is thought as the total size of the population. As a consequence, the moments of a random
mmm-space are obtained by biasing the population size by its kth moment and then picking
k individuals uniformly at random.

Many properties of the marked Gromov-weak topology are derived in [9] under the further
assumption that v is a probability measure. In particular, the following result shows that IT
forms a convergence determining class only when the limit satisfies a moment condition,
which is a well-known criterion for a real variable to be identified by its moments; see, for
instance, [10], Theorem 3.3.25. This result was already stated for metric measure spaces
without marks in [8], Lemma 2.7, and was proved in [13].
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wﬂ \‘ ‘”H ‘H | ‘” e w“

FIG. 2. Simulation of the unmarked Brownian CPP. On the RHS, a vertical line of height t at location y rep-
resents an atom (t,y) of P. On the LHS, the tree corresponding to the right CPP; the distance dr is the tree
distance of the leaves.

PROPOSITION 2. Suppose that [ X, d, v] is a random mmm-space verifying

— 1D e
(18) limsup ——— < o0
p—>0 p

Then, for a sequence [ Xy, d,, v,] of random mmm-spaces to converge in distribution for the
marked Gromov-weak topology to [ X, d, v] it is sufficient that

Tlim E[®(X,,dy, )] =E[®(X, d, v)]

forall ® €1I.

2.2. Marked Brownian coalescent point process (CPP). Let T > 0 and m be a measure
on R . Assume that |m| :=m(R;) > 0. Consider P a PPP(‘;—{ ® dl). Define

Yr=inf{y:(t,y) € P,t > T},
and
dT(x,y):sup{t:(t,z)ePandxSzfy}, O<x<y<VYr.
The marked Brownian coalescent point process (CPP) is defined as
Mcpp, := ([0, Y71, dr, Leb ® m(dx)),

where Leb refers to the Lebesgue measure on [0, Y7 ]. This definition is illustrated in Figure 2.
This object is a natural extension of the standard Brownian CPP [30].

REMARK 4. A direct computation shows that Y7m (R ) (which can be thought of as
the population size at time 7') is distributed as an exponential random variable with mean
T|m|. If the CPP encodes the size and the genealogy of critical branching processes, this is
consistent with Yaglom’s law for such processes.

PROPOSITION 3. Letk € N. Let (¢;; i € [k]) and (y;,j; 1, j € [k]) be continuous bounded
functions. Consider a product polynomial of the form

k k
VM =[X.d,v], ¥(M) :=[ [T vii(@d@i.vp) []eiGxivdv @ dx;).
i,j=1 i=1
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Then

k k
E[W(Mcpp;)] =k!TkE[ I1 %,j(Ua,«,a,-)] |:n/m(dx)¢i(x):|,
i=1

ij=1
where (U;; i € [k — 1)) is a vector of uniform i.i.d. random variables on [0, T,
Ui,j:Uj,i :max{Ul Zl:i,...,j— 1},

o is a random uniform permutation of {1, ..., k}, and o and (U;) are independent.
PROOF. The proof is identical to Proposition 4 in [13]. [J

PROPOSITION 4 (Sampling from the CPP). Let k € N and sample k points, denoted by
(v1,x1), ..., (Vk, Xk), uniformly at random from the CPP. Then ((dr (vi, v}));,j, (xi)i) is iden-
tical in law to ((Hgi’gj), (wg;)) where (H; ;) is defined as in Theorem 2 (ii), the (w;) are inde-

m

pendent random variables with law i and o is a random uniform permutation of {1, ..., k},

independent of (H; j); j and (w;);.

PROOF. The proof is identical to the one in the case of the unmarked CPP. See [6], Propo-
sition 4.3. [

2.3. Convergence of mmm. Fix t > 0. Recall that \; refers the set of particles alive at
time ¢ in the BBM X. Set

V=Y Suy, and Yu,u €N, di(v,v)=t—|vAV|,
veN;

where |v A V| denotes the most recent time at which v and v’ had a common ancestor. Let
M, :=[N;, d;, v;] be the resulting random mmm-space. Finally, set

1 1
V= — Z Svx, and Vv, v' €Ny, di(v,v)= (t — N|U AV
and define the rescaled metric space Mf := [N;n, d;, ;]. The main idea underlying Theo-
rem 2 is to prove the convergence of M; to a limiting CPP.

veN; N

THEOREM 3. Conditional on the event {Z;y > 0}, (M;; N € N) converges in distribution
to a marked Brownian CPP with parameters (t, ):_Zﬁoo).

The proof of the theorem relies on a cut-off procedure. Let

(19) L:=

log(N).

Recall that X© refers to the BMM Kkilled at 0 and L. Let vE (resp. %) be the empirical
measure obtained by replacing N; by /\/,L in the definition of v; (resp. v;). Let MIL be the
mmm-space obtained from XL, that is, MtL = [ML, dy, vtL]. MtL is defined analogously to
M, (i.e., accelerating time by N and rescaling the empirical measure by 1/N). Finally, define
for all (¢, x) € [0, 00) x [0, L],

(20) h(t,x) = ARy (x) and  A(r, x) 1= GeMTTAI oYy (%),

éllvr)l?

where ¢ is as in (6).
We will proceed in two steps. For our choice of L, we will show that:
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1. M} converges to the limit described in Theorem 3.
2. ME and M; converge to the same limit.

The choice for L will be motivated in Section 2.6. We start by motivating the fact that A;[tL
converges to the desired limit using a spinal decomposition introduced in [13] in a discrete
time setting.

2.4. The k-spine.

DEFINITION 4. The 1-spine process is the stochastic process on [0, L] with generator
1 v)(x)
—Opxtt + ——0xu, u(Q)=u(L)=0.
2 v1(x)

In the following, g;(x, y) = q,L (x, y) will denote the probability kernel of the 1-spine.

LEMMA 1 (Many-to-one). For every bounded measurable function f : RT — R
h(0, x)
h(t,y)

Bl ¥ se|= " o0 4,

veNE

PrROOF. Itisknown (see, e.g., [25], page 188) that for every bounded measurable function
f:RT—=R

B ¥ so|= " Fpir ) dy.

veNFE

where p; is the fundamental solution of (A). A direct calculation shows that };l((?;)) q:(x,y)

is also a fundamental solution of (A). The result follows by recalling that the fundamental
solution of (A) is unique. [l

The next result is standard.

PROPOSITION 5.  The 1-spine has a unique invariant probability measure given by

2
M (dx) = h(t, x)h(t, x) dx = <'|’|1 (x”)) dx
V]
We now define the k-spine tree. Let (U, ..., Ux—1) be i.i.d. random variables uniformly
distributed on [0, ¢]. Define
@29 V1§i<j§k—1, U,-,_,-:Uj,,-:max{U,-,...,Uj_1}.

Let T be the tree of depth ¢ with k leaves such that the tree distance between the ith and jth
leaves is given by U; ;. This tree is ultrametric and planar in the sense that

Vi, j, L e [k], U,',J'SU,',K\/U(,J'

(ultrametric) and the inequality becomes an equality if i < £ < j (planar). The depth 7 of the
first branching point is thus given by

T = max U;.
ielk—1]

Marks are then assigned as follows. On each branch of the tree, the marks evolve according to
the 1-spine process (on [0, L]) and branch into independent particles at the branching points
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A
Vi Vo V3

A

qi—0, (Coyr?)

Qt(iﬁ(n )

x

Zo

FIG. 3. The k-spine tree (k = 3). Left panel: planar tree T generated from 2 i.i.d. uniform random variables
Uy, Uy). In this tree, we have t = U|. The corresponding node in B is denoted by v|. The left and right subtrees
To and Ty rooted at &y, both have depth t, Ty has a single leaf, V1, and T| has two leaves, V» and V3. Right
panel: branching 1-spines running along the branches of the tree T.

of T. The resulting planar marked ultrametric tree will be referred to as the k-spine tree
and denoted by 7. We write 7y (resp. 7;) for the left (resp. right) marked subtree attached
to the first branching point of the tree. Note that these two subtrees are also planar marked
ultrametric trees and that they are both rooted at x3rc 4 (7)), the mark of the first branching
point.

In the following, B will denote the set of k — 1 branching points of the k-spine tree 7 and
L will denote the set of k leaves. We will write ¢, for the mark (or the position) of the spine
at anode v € BU L. For v € B, |v| will denote the time component of the branching point.
Finally, (V;; i € [k]) is the enumeration of the leaves from left to right in the k-spine tree (i.e.,
Vi is the leaf with label i). See Figure 3 for an illustration of these definitions. We refer to
[13], Section 3.1.3, for a more formal construction of the k-spine tree.

We will denote by QX7 the distribution of the k-spine rooted at x. The ¢ superscript refers
to the depth of the underlying genealogy. Note that Q’;” has an implicit dependence on N
by our choice of L — see (19). To ease the notation, this dependence will be dropped in the
notation. We will also need to define the accelerated version of the k-spine.

DEFINITION 5 (Accelerated k-spine). Consider the 1-spine accelerated by N, that is,
the transition kernel of the 1-spine is now given by g;y(x, y) = thN (x, y). We denote this
kernel by g; (x, y). Consider the same planar structure as before: the depth of the tree is ¢ and
the distance between the leaves is given by (21). We denote by Qi’ the distribution of the
k-spine obtained by running accelerated spines along the branches. For any vertex v in the
accelerated k-spine, ¢, will denote the mark of the vertex v.

PROPOSITION 6 (Rescaled many-to-few). Let t > 0. Let (¢;;i € [k]) and (Y; ;i j €
[k]) be measurable bounded functions and define

VM = (X, dv] WD) = [ [Tl 90 (@i, ) [To (v, @ d).
i,J i

Let h be defined as in (20). Then

_ 1 _ _ _
EL[W (V)] = KO, X)tk‘lQi”<A]_[1/fi, {Uoro) [ (;v(,,.)),
ij i
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where (U; ;) is as in (21), o is an independent uniform permutation of {1, ..., k}, and
A=T]r@h(WIN. &) [] ——
veB vel h(N, CU)

The proof of Proposition 6 will be the object of Section 3. Our second crucial result is the
following convergence theorem.

THEOREM 4. Let (¢;;i € [k]) and (Vi j;1i, j € [k]) be continuous bounded functions.
Assume further that the ¢;’s are compactly supported in (0, 0c0). As N — 00,

04 (ATT93 W [101(E0, 0%, )
i,j i

22

— (7)k_lE[!_][ Vi W) | I [, aon=a.
where TI®® is as in (8).
Let us now give brief heuristics for the previous result. By definition
0" BT i Ua) TT 01 G h™ G,
ij i

OO(é“v(,) )

_ k.t h(tN, Ty, )
=0} (l_[r(z,oh [VIN, l_[*/fuwaz o 1o oy &v,,)

veB

The branching structure for the k-spine is binary a.s. and the spines running along the
branches are accelerated by N. We will show later on that under (Hz,), h(tN, x) ~ h®(x)
and ﬁ(tN LX)~ ﬁoo(x) for N large. In addition, we see fom Proposition 5, as N — oo,
OO(x)Z

l'[(dx) ~ Hoo(dx) = hoo(x)flOO(x) dx = Tllvoo”Z
1

It is now reasonable to believe that, provided enough mixing, the RHS can be approximated
by

(_/OOO hoo(x)r(x)HOO(dx))k—lE[!:[ wi,j(Uai,a,):| 17[/(/3, () TI°(dx),

assuming the values of the spine at the branching points and the leaves converge to a sequence
of i.i.d. random variables with law I1°°. This yields the content of Theorem 4.

CHALLENGE 1. The previous argument relies on a k-mixing property of the 1-spine. This
analysis will be carried out in Section 4 using Sturm—Liouville theory.

2.5. Limiting moments. Let us now demonstrate the importance of Theorem 4. Let

YM =[X,d,v], ‘iJ(M) = /;x - Hwi,j(d(vi’ vj))l_[@;(x,-)hoo(x,-)v(dvi ® dx;),
ij i
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where ¢;, ; j are bounded continuous functions such that the ¢; are also compactly sup-
ported. From the many-to-few formula, Theorem 4 entails

E[¥(M})] =E, [ f [ Twi.j(dvi,vp)) [ [ @ )™ (i) v/ (dv; ®dx,-)}
ij i

~E, [ [ T334 s, 00) TT 6 0™ (x5 s @ dx,-)]
i i

2h%(x) x2\k 3 .
~ NEZ[ Xk'(l’?) EI:E[‘//!,](UJ,,UZ)]U/RJr gD,(x)H (d.x)

Let us formally take v; ; =1 and ¢; = 1/h in the previous expression (note that this is
problematic since ¢; is neither bounded nor compactly supported; see Challenge 4 below).
Then, for large N,

Ex[(%Z’LNY]”%X k’(f%z)k x(/oooiz“(x)dx)k,

exponential moments =1

where we used the fact that 2°° = 1% / h®°. Now, the RHS coincides with the moments of a
r.v. with law

(1 2R (x) 2h%°(x) ( 2x >2dx
E—t expl ——=— )| =

NX2t Nz CP\TE )5y
If we identify the Dirac measure at 0 with the extinction probability, this suggests the Kol-
mogorov estimate and the Yaglom law exposed in Theorem 1 and Theorem 2. Furthermore,

if we replace ¢; by ¢;/h> in Theorem 4 (again a problematic step), the previous estimates
entail

)60(dx) +

Ex[W(3}) 1z > 0] ~ k'lE[l"j[ wi,,wa,.,a,-)] Il [ K (x)(z%z)ﬁ“’(x)dx,

where W (M) is now an arbitrary product polynomial of the form
W) i= [ T]vis (i, o)) [Toiv(dv @ d).
ij i

According to Proposition 3, this coincides with the moments of the Brownian CPP described
in Theorem 3.

CHALLENGE 2. The previous computation only suggests that the probability for the pop-
ulation size to be 0(%) is given by the Kolmogorov estimate. Intuitively, the Dirac mass above
corresponds to a population whose size becomes invisible at the limit after rescaling the pop-
ulation by N. It thus remains to show that if the population is small compared to N then it
must be extinct. This will be carried out in Section 6.

CHALLENGE 3. Going from Theorem 4 to the convergence of the MZL requires to use test
functions exploding at the boundary. To overcome this technical difficultly, we will impose an
extra thinning of the population by killing all the particles close to the boundaries at time
tN. This final technical step will be carried out in Section 7 using some general properties of
the Gromov-weak topology.
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2.6. Choosing the cutoff L. 'We now motivate our choice for L. According to the previous
arguments, we want to choose L large enough such that, on a time scale O(N):

(i) The particles do not reach L with high probability. This will imply that ML and M,
coincide with high probability.

(ii)) The 1-spine reaches equilibrium in a time o(N) regardless of its initial position in
[0, L]. This is needed to justify the calculations of Section 2.4.

(i) Hitting the right boundary. Let E be a compact set in the vicinity of the boundary L
(say [L — 2, L — 1]). Recall from the discussion after Proposition 1 that for y > 1,

1 -
hOO(y):~“ OOllzeﬂe(ll—ﬂ)y and hoo(y):Eeﬁe_(/H‘ﬁ)y.
C Ul

A direct application of Lemma 2 to f(y) = 1ycg implies that

h(0, x) o 0
Ex[ e%; lxueEi| £ h(N, y)q,N(x ,y)dy =~ f hoo(y)n (dy)
=N

—_——

~ B
2 [ B dy ~ B 0 EY),
E

where we used that ft(tN , V)~ fzoo(y) for N large. The last approximation holds under the
assumption that E is a compact set close to L and follows from (19). Integrating this on
[0, t N] shows that the occupation time of the set E on the time interval [0, tN] is O (N 1 ).
We then recall that the probability of survival is of order 1/N so that the occupation time of
the conditioned process is O (N 2-ay, Using that o > 2 under (H)), this yields the desired
estimate.

(ii) Mixing time. Recall from the discussion after Proposition 1 that vi(x) ~ e #*~D for
x > 1 and L large enough. As a consequence, the 1-spine (see Definition 4) is well approxi-
mated on [1, 0co) by the diffusion

dZ; = —,3 dt + dB[.
A good proxy for the mixing time is the first returning time at 1 which is of the order log(N) =
o(N) forevery x € [1, L], as desired. A more refined analysis will be carried out in Section 4.

3. The many-to-few theorem.

3.1. The general case. In this section, we consider a general branching diffusion killed
at the boundary of a regular domain € C R?. Unless otherwise specified, we use the same
notation as in the previous sections. We will assume that:

1. The generator of a single particle is given by a differential operator (in the divergence
form)

1
(22) Gf@ =3 D 0 (aij ()3, f(X)) + D bi(x)dy, f(x), x€RQ,
ij i

fx)=0, xeod.

We assume that (a;;) is uniformly elliptic, which means that there exists a constant 6 > 0
such that for all £ € R? and a.e. x € €, zg{j=1 a;j(X)&, & > 0|1€|1? (see [12], Section 6.1).
In addition, we assume that a; ; € CH(Q) and Sup,cq Ibi(x)| <ooforall 1 <i,j <d.
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2. A particle at location x branches into two particles at rate  (x) (we only consider binary
branching).

We denote by N; the set of particles alive at time ¢. For any pair of particles v, w € N;, we
write |u A v| for the most recent time at which v and ¥ had a common ancestor and their
genealogical distance is defined as
di(u,v) =1t — |u Avl.
Finally, we define the random mmm space
(23) My =[N;, d;,v] where v, = Y 8y,
veN;

We say that a function A (x) is harmonic if and only if 4 is positive on €2 and satisfies the
Dirichlet problem
o4 Ah(x) :=Gh(x) +r(x)h(x) =0 forx € L,

h(x)=0 forx e od.

In our application, we will consider the domain 2 = (0, co) x (0, L) where the first coordi-
nate will correspond to the time variable seen as a mark (see Section 3.3). In this case, there
exists a unique harmonic function (up to constant multiplies) given by (20). In the general
case, if /A has multiple harmonic function, we choose one and define a 1-spine process as
follows.

DEFINITION 6. Let & be a harmonic function. The 1-spine process (associated to /) is
the process whose generator is given by the Doob A4-transform of the differential operator A

A(hf) dx;h(x)

@ )—gf(X)-i-Zau(X) o) Ax; f (),

f(x)=0, xedQ,

where the first equality is a direct consequence of the fact that / is harmonic. We will denote
by g:(x, y) the transition probability of the 1-spine process. The k-spine distribution Q’;’t is
defined as in Section 2.4. In particular, we recall that we write 3 for the set of branching
points of the k-spine, £ for the set of leaves, V;, ..., Vg for an enumeration of the leaves
from left to right, and ¢, for the mark of v € BU L. We further define

(25) A =[] r@)h)
UEL nh(g )’

This section is devoted to the proof of the following result.

THEOREM 5 (Many-to-few). Lett > 0 and x € Q. Let (¢;; i € [k]) and (; j; i, j € [k])
be continuous bounded functions. Consider the product polynomial defined by

YM =[X,d,v], Y(M):= /Hl{v,-;évj}l/fi,j(d(vi, vj))l_[gol-(xi)v(dv,' ® dx;).

Then

B [W )] =k 08 (AT T Uno [Tntev,) ).
ij i

where (U; ;) is as in (21) and o is an independent random permutation of [k].
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The main idea for the proof of Theorem 5 consists in using the branching property to derive
a recursion formula satisfied both by the planar moments of the branching diffusion and by
the law of the k-spine. First, this formula will be derived for the biased spine measure L*-!
given by

dL !
do\!

where A is defined in (25). Second, we will show that the same relation holds for the moments
of M;. This step will rely on a uniform planarisation of the branching diffusion that we now
describe.

Atevery time ¢t > 0, every particle is endowed with a mark x, (the position of the particle)
and a Ulam-Harris label p,, where p, € J,n{0, 1}". As before, x,, denotes the position of
the particle. The planarisation labels p, are assigned recursively as follows. We label the root
with & and:

(26) =k=IA,

1. At every branching point v, we distribute the labels (p,,0) and (p,, 1) uniformly
among the two children: (p,, 0) (resp. (py, 1)) is said to the left (resp. right) child of v.

2. The label p, does not vary between two branching points, that is, p,, = py, if the
trajectory connecting v; and v, does not encounter any branching points.

Let N/ ! be the set of particles at time ¢ in the planar branching diffusion. The genealogical
distances and the marks of the planar branching diffusion will be encoded by marked binary
planar ultrametric matrices that we now define.

We say that a matrix (U; j)1<i, j<k 18 planar ultrametric if

Vi<j<l, Uy,;=U;vUj,.
Moreover, the matrix (U; j)1<i, j<k 18 said to be binary if
Vi< j<l, |{Ui,j,U1,j,Ui?1}|22.

We denote by Uy the set of binary planar ultrametric matrices of size k. Let Uy = Uy x E k
be the set of marked binary planar distance matrices.

Note that the Ulam—Harris (p,) labelling induces an order on \;” ' In particular, for every
k-uplet vi < vy--- < v in Mpl and v = (v, ..., vx), the marked distance matrix of the
sample v,

U(B) = ((dt(viv vj)’ (xv,-))),

is an element of U}.

Our recursion formula on the moments of M; will be obtained by dividing every ordered
k-uplet in N;Y " into two subfamilies, the descendants of the left (resp. right) child of the most
recent common ancestor (MRCA) of the sample. This will by achieved by partioning [k] as
follows. For U = ((U; ), (w;)) € Uy, define T(U) = max;«; U; ;. In words, T is the time to
the MRCA of the sample. We say the integers i and j are in the same block iff U; ; < . Since
U is a binary planar ultrametric matrix, there exists n < k — 1 such that this partition can be
written as {{1,...,n},{n + 1,...,k}}. We denote by To(U) and T1(U) the corresponding
sub-matrices obtained from this partition and write |To(U)| and |T1(U)| for the sizes of the
two blocks. Note that U; ; is equal to T(U) if i and j do not belong to the same block, and to
(To)i,j (xesp. (T1)i—1y), j— 1)) if they both belong to the first (resp. second) block.



GENEALOGIES IN FULLY PUSHED WAVES 1401

PROPOSITION 7. Letk € N, t > 0 and x > 0. Let (U; ;) be as in (21) and recall the defi-
nition of A from (25). Let R)]?” be the measure on U} such that for every bounded measurable
function F : U; — R,

RE(F) = IEX[ > F(U(ﬁ))}.

V] <o <Uk
i
vie/\/,p

Then
RY!(F) = h(0Ly! (F),
where, by a slight abuse of notation, we write

27) LAY(F) = 1R (AF) = K7L QR (A F (UL )), (2v)).

In order to prove this result, we first show that L’;” (F) satisfies a recursive relation for
functionals F : U — R of the product form

(28) F(U) = 11y |=k=n, 13 |=n} | (T (D)) Yo (To(U)) ¥ (T1 (U)),

where n € [k — 1] and f :R" — R, v : Uy — R, v : U;_,, — R are bounded measurable
functions.

PROPOSITION 8. Lett > 0 and x > 0. For functionals F of the product form (28),

t
LY (F) = /O FOE[r@-)h (G LE* WoLE ™ (y)] ds.

PROOF. This result is a direct consequence of the construction of the k-spine tree (see
Section 2.4). Indeed, this construction implies that:

(1) The depth t of the deepest branching point is distributed as max(Uy, ..., Ur_1),
where the U;’s are i.i.d. random variables uniform on [0, t]. The density of this variable
is given by s — %skfz.

(i) The index I of the deepest branch is chosen uniformly at random in [k — 1].

(iii) Letus conditionon I =n, xprrc4(7T) = y and t = s. Then the left and right subtrees
To and 77 are independent and 7y (resp. T7) is distributed as a n- (resp. k — n-) spine tree
with depth s. By the Markov property, both spine trees are rooted at y.

(iv) xprca(T) is distributed as the 1-spine at time ¢ — s.

V) If xprrea(T) =y, T =s, then
A(T) =r(MhMATo)ACT).
Putting all of this together, we obtain
0y (AF)
(iv)
b k=D ——— L s kn.s
=/0 f(s) T/ th—s(x,y)r(y)h(y) —1 Q3" (AYo) Oy " (AYy) dyds
T Jye ——k -

(U) N —

(0 (if) o

Lt ,
= /0 FOEr@-)h(@-9 ("™ 07 (Ayo) (s 0y (Ay) .

This concludes the proof of the proposition. [J

We now move to the proof of our many-to-few formula in the case k = 1.
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LEMMA 2 (Many-to-one lemma). For every bounded measurable function f

_ h(x) 1t
E. [ZN f(xu)] ~ /Q e, ) S dy = 0y (A7 )

with A = ﬁg) and &; is the unique leaf of the 1-spine tree of depth t.

PROOF. The proof is similar to that of Lemma 1. One can readily check that p,(x, y) :=

qg:(x,y) % is the fundamental solutions of the PDE

du(t,y)=A"u(t,y), yeQ,
u(t,y) =0, y €09,

where A* := %V -aV —b -V —V -b+r(x) is the adjoint of the differential operator A. [J
We are ready to address the case k > 2.

PROOF OF PROPOSITION 7. We will show the result by induction on k. The case k =1
is the many-to-one lemma (see Lemma 2). For k > 2, it is sufficient to prove the result for
functionals F of the product form (28). Indeed, this set of functions is separating for Uy.

Consider the branching diffusion starting from a singe particle at x up to time ¢. Let 51 <
sy < --- be the successive branching times of the process and let x; be the spatial coordinate
of the branching particle at time s;. Recall that our branching diffusion is planarised so that
we can distinguish between the left and right descendants of (x;, #;). For every i, let Ny ;
(resp. NV1.;) be the the set of left (resp. right) descendants of (x;, s;). Let F be a functional of
the product form (28). Then, we have

Rﬁ”(F)zEx[Z fa—s) > wU®) ) wl(U(w))]

iis; <t V] <+ <Up W) < <Wg—p
v;eNoi.lvjl=t w;eNy ;lwjl=t
We also recall that the particles branch independently with rate r(x) when at x. This means

that, given /\/tp_l ¢ and (x,) , the probability that the particle at x,, branches between times

ve/\/tp,ls
t—sandt—s+ hisr(xy)h + o(h). Conditioning on /\/',p_l ¢ and using the Markov property,
the previous formula yields that

t
k,t _
R <F>—Ex[/0 & Y rw)

I
veN,

x By, L ;q wo(U(B))]ExU [w <.Z<:w ) wl(U(J)))}ds].

lvjl=s lwjl=s

By the many-to-one formula, the RHS is equal to

t
hw [ 1) yegrm%;’”
XEy[ > WO(U(T)))]Ey[ > 1//1(U(17)))]dyds.
V)< <Up W<+ <W—n

lvj|=s Jwjl=s
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By induction

Ey[ > Iﬁo(U(ﬁ))}Zh(y)S"_IQ';’S(Awo),

V] <-<vp,|vj]=s

Bl X wnw@)|=hms ol @,

W< <Wk—p,|wj|=s

As a consequence,

t s h(v)2
REE =) [ 7652 [ rn =0 g (a ) 04 Ay dy s

yeQ h(y)
k=2

= h(xr)k! / F6 f F ()Gt WA
x OV (AYo) Q5" (Ayn) dyds.

It remains to show that the RHS of the above is equal to h(x)rk—! ch” (AF). Yet, this is
precisely the content of Proposition 8. [

PROOF OF THEOREM 5. Let [X, d, v] be a random mmm-space such that the support of
v is a set of cardinality £ a.s. In our case, the support is given by the set of k leaves of the
sample. Define

YU eU;, FU)= Z [[¥i.i(d(Vs,. Vs))) 1‘[% xv, ),
aeSk i,j
where (V1, ..., Vi) is an arbitrary labelling of the support of v and S is the set of permuta-
tions of [k]. Note that this functional does not depend on the labelling so that F is constant
on a given isometry class.

We have
IEx|: Z HW:] d(vhvj) n‘pl(xv, i|
v A0 EN; 1]
—Ex|:k! Z - Z l_[wtj d(va, Uo, H@l(xvg ]

v1<---<vk€Npl GeSk iJ

= k!Ex[ > F(U(T)))]
vy <~~-<vke/\/',pl
The result immediately follows from Proposition 7. [J
3.2. Subcritical operators. Let G and A be as in (22) and (24). Assume that there exist a
positive function H : 2 — R and a real positive number w > 0 such that
(29) AH(x)=—wH(x) forxeQ, H(x)=0 forxedf.

(Note that, in this case, the differential operator A is subcritical in the sense of [28]; see
Proposition 4.2.3 in [28].) Then h(z, x) := ™! H(x) is harmonic for the operator

Af(t,x):=0,f(@t, x)+Af(t,x), (t,x)€(0,00) x Q,
f@,x)=0, (t,x)€(0,00) x 02,
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defined on the domain (0, oo) x 2. The generator of the 1-spine process (¢, ;) associated to
the critical operator A is thus given by (see Definition 6)

A(hf )
h

iz,
h(r

(30) X)=0ft.x)+Gf(t.x)+ ) a ,(x)

ij

ax, f(,x).

We write Q](cs’fx) for the distribution of the k-spine tree of depth ¢ rooted at (s, x).

By a slight abuse of notation, we will often drop the time component (that is trivial) and
refer to the spatial component ¢; as the 1-spine process of the branching diffusion. The gen-
erator of the spatial process ¢ is given by

A(HF)
31) S H
f(x)=0, xeaQ.

H (x)

=0f(x )+Zal](x) ) I f(x), xe€Q,

H(x

Similarly, we will write Q)’i” for the law of the k-spine tree of depth ¢ rooted at (0, x).
A direct application of Theorem 5 entails the following result.

COROLLARY 1 (Many-to-few). Let t > 0. Recall the definition of M; from (23). Let
(gisi € [k]) and (Y, 51, j € [k]) be measurable bounded functions. Consider the product
polynomial defined as

M = (X, dv] W)= [ [Tl (@, o) [ToGovdu @ dx).
i,j i

Then
E,[W(MF)] = k0, x)i* ' ok ’( l_[% jWUoiop) [ 0ilev, )
Viel
where ch’t = Q](‘(’)fx), the matrix (U; ;) is as in (21), o is an independent permutation of k],
1
(32) A=TTr@h(vl. &) [] PTRRY
veB veLl (t’ é‘v)

and |v| refers to the time component of the branching point v € B.

PROPOSITION 9 (Recursive definition of the biased spine measure). Recall the definition

of the 1-spine process (t, §;)1>0 from (30). We also recall from (27) that, for F : U} — R and
s, t >0,

LGl (F) =11 QL) (AF Wi £v)

is a measure on the k-spine trees of depth t rooted at (s, x), referred to as the biased spine
measure. To ease the notation, we write Lﬁ?t for the measure on the k-spine trees of depth t
rooted at (0, x). Then, the family of biased spine measures L is such that:

e for every bounded function f : Q2 — R,

(33) Vx € Q,Vt >0, L}C’t(f) = e MEL[ £ ()],
e for all test functions of the product form (28), we have

Vx e Q,Vt >0,
(34)

t
LY (F) = /O F©)e P IB[r(Gm) H(Go L (o)L (yr)] ds
where H is as in (29).
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PROOF. We first remark that
h(t —s,y)=e"""h0, y) =" "V H(y).

Moreover, note that

01, ) (AYy) = e "W (Ayi), i =0.1, (ko ki) = (n. k —n).

The latter formula is obtained by shifting time by # — s in the k; — 1 factors 4 and in the &;
factors % of A (see equation (32)). Equation (34) then follows from Proposition 8. For k =1,
(33) follows from Corollary 1. [

3.3. The BBM in an interval. 'We now apply the previous setting to the problem at hand
and consider the BBM X’ defined in Section 1.1.

LEMMA 3. Let ju, A1, A°, r(x) be defined as in Section 1. Consider the operator

1
Af(t,x)=0,f(t,x)+ Eaxxf(t’x) — o f(t,x) V(, x) € (0,00) x(0,L),
f@,0) =1 L)=0 Vte(0,00).
Then, the function (t, x) — h(t, x) defined in (20) is harmonic for the operator A and

A(hf) vy (%)

h vy (x)
The 1-spine process (¢;) is the diffusion whose generator is given by
vy (x)

v1(x)

1
(35) (t,X)=3zf(t,X)+§8xxf(t,X)+ O f (1, X).

1
Eaxxf(x)+ I f(x), x€(0,L), f(O0)=f(L)=0.

PROOF. This is a straightforward consequence of (30) and (31). 0

PROOF OF PROPOSITION 6. This is a direct consequence Corollary 1 after rescaling the
measure by N and time by N. [

4. Spectral theory. In this section, we examine the density of particles in X In Sec-
tion 4.1 and Section 4.2, we give precise estimates on the heat kernel p, associated to (A)
and compute the relaxation time of the system. All the lemmas in these sections hold under
(H)p) and do not require the additional assumption (Hf,). Sections 4.3 and 4.4 are aimed at
quantifying the fluctuations in X* and are specific to the fully pushed regime.

4.1. Preliminaries. Consider the Sturm-Liouville problem (SLP) together with bound-
ary conditions (BC). Let us first recall some well-known facts about Sturm—Liouville theory
following [36], Section 4.6:

(1) A solution of (SLP) is defined as a function v : [0, L] — R such that v and v’ are
absolutely continuous on [0, L] and satisfies (SLP) a.e. on (0, L). In particular, any solution
v is continuously differentiable on [0, L]. Since W is continuous on [0, L], the solutions are
also twice differentiable on [0, L] and (SLP) holds for all x € (0, L).

(i1)) A complex number A is an eigenvalue of the Sturm—Liouville problem (SLP) with
boundary conditions (BC) if equation (SLP) has a solution v which is not identically zero on
[0, L] and that satisfies (BC). This set of eigenvalues will be referred to as the spectrum.



1406 E. SCHERTZER AND J. TOURNIAIRE

(iii) It is known that this set of eigenvalues is infinite, countable and it has no finite
accumulation point. Besides, it is upper bounded and all the eigenvalues are simple and real
so that they can be numbered

AM>Ay> o> A >,
where
A — —00 ask — +oo.
We will denote by K the largest integer such that
A > 0.

(iv) As a consequence, the eigenvector v associated to Ag is unique up to constant mul-
tiplies. Furthermore, the sequence of eigenfunctions can be normalised to be an orthonormal
sequence of L2([0, L]). This orthonormal sequence is complete in L2([0, L]) so that the fun-
damental solution of PDE (B) can be written as

Z st k) U ()

36 ’
(36) gi(x,y)= Tl

(v) The function v; does not change sign in (0, L). More generally, the eigenfunction
v has exactly k — 1 zeros on (0, L).

(vi) The eigenvalues and the eigenvectors of (SLP) with boundary conditions (BC) can
be characterised through the Priifer transformation (see [36], Section 4.5). For all 1 € R,
consider the Cauchy problems

(37) 65.(x) = cos? (61 (x)) + (W (x) — 22) sin?(6;.(x)),  6:(0) =0,
and

) 1 —Wi(x) .
(38) 50 = (2 1) s ). O =1,

Note that (37) and (38) have a unique solution defined on [0, +00) for each A € R. The
eigenvalue Ay is characterised as the unique solution of 6, (L) = kx
Note that for all A* < A,

(39) 0=<6,(x) =0(x) Vx€l0,L]
If uy is the eigenvector associated to Ay such that u}((O) =1, then
40)  uk(x) = py, (x) sin(Oy, (x)), up (x) = pa, (x) cos(63, (x)) Vx €[0, L].
(vii) Denote by A; > A, > --- the eigenvalues of the Sturm—Liouville problem
1 1
Ev”(x) + 5 WlleoLo.n(0)v(x) = 2v(x),  v(0) =v(L) =0

and by A; > A, > - .- the eigenvalues of the Laplacian with homogeneous Dirichlet boundary
conditions (at O and L). Then, for all £k € N,

(41) A < Mk < Mg

See [36], Theorem 4.9.1, for a proof of this comparison principle. Recall that
k2?

42 Ay =——%5,

42) Y 5

and that the eigenvalues ()_»k) have been fully characterised in [35], Section 2.1. In particular,
we know that there exists K > K (that does not depend on L) such that, for L large enough,
M >0 forall k < K and A <O for all k > K. See (14) for a characterisation of (Ax)x=x
when [|W/||s = 10.
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(viii) For fixed k € N, the eigenfunction Ay is an increasing function of L (see, e.g., [36],
Theorem 4.4.4). Since A1 converges, the kth eigenvalue A; also converges. Furthermore, by
(41), this implies that the number of positive eigenvalues K is fixed for L large enough. For
k < K, this limit, that we denote by A?°, is positive and we have

AP =A== =A%,
We will prove below that these inequalities are strict inequalities.

Throughout the article, the eigenvector v; will be chosen such that vi(1) =1 and u; in such
a way that 1 (0) = 1. Note that for x € [1, L], we have

(43) vy (x) = sinh(v/211 (L — x))/sinh(y2x; (L — 1)).
On [0, 1], the eigenvector u is the unique solution of the Cauchy problem
(44) u”(x) = (2x — W@))u(x), u(0)=0,u’(0)=1.

LEMMA 4 ([36], Theorem 4.5.1). Leta,b,c € C([0, 1]). Let 6 and p be the solutions of
the Cauchy problems

6(x) = a(x)cos(¥ ()c))2 + b(x) sin(@(x))z, 0(0) =0,
p(x) =c(x)sin(20(x))p(x), p0)=1.

Let ® be the application from (C([0,11)3, || - llso) to (C(0, 1)2, || - lloc) Which maps (a, b, c)
to the solutions (p, 0) of the Cauchy problems. Then ® is continuous.

The next result is a generalisation of Proposition 1.

LEMMA 5. Assume that (H)) holds. Then

(45) A0 = = ”’zli:ﬁze—zm +o(e L) = 0<Ni_1>.
As a consequence, for all0 <t < N,

(46) h(t, x) = (14 0(“PLY)h,x), xel0,L].
In addition,

(47) vi(x) = (IAxA(L—x))e P*, xelo,L],

and we have vilj 1) — v{° as L — oo pointwise and in L2(RY). The function vy also
converges uniformly on compact sets and in C' ([0, 1]). Moreover,

v (x) = e PE=D x>,

PROOF. We first prove the convergence of u1. Recall from (40) that
Vx e (0,L), ui(x)=pz (x)sin(6y, (x)), Uy (x) = pa, (x) cos (6, (x)).

By Lemma 4, u; converges to u{° = P32 sin(@x?o) in C'([0, 1]) as L — oco. The pointwise
convergence on [0, co] follows from the fact (see (iv) and (43)) that

sinh(4/2A1 (L — x))
sinh(y/2A1(L — 1))

The convergence in L? follows from the uniform convergence on [0, 1] and the explicit form
of uy on [1, L]. The same arguments show that u| converges uniformly on compact sets.

(48) up(x) =ui(l)

Vx e[l,L].
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It follows from the integrated version of (44) that u/ converges to (4{°)” in C([0, 1]) and
that u{° is the unique solution of the Cauchy problem

(49) %u”(x) + %u(x) =APu(x), x€(0,1),u;(0)=0,u}(0)=1.

As a consequence, u{°(x) # 0 for every x € (0, 1). Indeed, u{° > 0 so that if #7°(xo) = 0 for
some xo € (0, 1) then u{° reaches a minimum at xo and (u‘lx’)’ (x0) = 0. Since 0 is a solution of
the Cauchy problem with initial condition (u{(xg), ”/1 (x0)) = (0, 0), this implies that u{® =0
on [0, L], which contradicts the fact that (1{°)"(0) = 1. It easily follows that #{°(x) < x on
[0, 1]. This implies that u(x) < x for L large enough. Indeed, if we consider xOL = inf{x €
[0, 17:u}(x) < %} (resp. xo for u{°) and wl = minfu;(x) : x € [xé, 11} (resp. w for u®),

we see (using the uniform convergence of u; and u’l on [0, 1]) that xé — xo and wl — w

as L — 0o. One can then deduce that for L large enough, u(x) > “’T/\lx for all x € [0, 1].

Similarly, one can show that u(x) < x.

The convergence of v; then follows from the relation vy (x) = u1(x)/u1(1) (see (iv)) and
the convergence of u;. Finally, equation (47) stems from our bounds on #; in [0,1] and from
(48).

Let us now prove the first part of the lemma. According to [36], Theorem 4.4.4, L — X1 (L)
is differentiable on (1, +00) and we have

1 |u} (L)
0 M(L)Zil?u(l ||)2| ‘

Yet,

W (L) = u1(1)v} (L) = —uy (1)y/2x (sinh 21 (L — 1)) ™' = 0 (e VL),
Thus,
N(L) = 0(e” 2Ly,

Define L such that A > ? forall L > L. Hence, for L > L
AP =A< C/Loo e 2 AL dL' < Ce_z\/EL.
This implies that A7° — A1 < % so that
sinh(v/241 (L — 1)) ~ %eﬂ(L_l), L — co.

We then see from (50) that

A . o282 g
M (L) = ——u(1)sinh(v/2A; (L — 1 ~ 728D,
(D) = o (Dsinh(VZA(L = D)7 ~ s
Integrating this on L, we get that
Bt o1
AT —aq ~ PL L — oo,
T e

Finally, equation (46) follows from (20). [

COROLLARY 2. Assume that (H,) holds. Let k € N. Let g : [0, o00)f - R and f:
[0, oo)Zk — R be continuous bounded test functions. Let t > 0. We have

k k
/g(xl,...,xk)l_[l_[(dx,-)e/g(xl,...,xk)l_[l'loo(dxl—) as L — oo,

i=1 i=1
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and uniformly in (t1, ..., t) €0, T]k, as N goes to 0o, we have

k

/f(xl,...,xk,h(th,xl),...,h(tkN,xk))l_[H(dxi)
i=1

> [ A B ) ]‘[n“’(dx,

PROOF. We restrict ourself to the case k = 1. The case k > 1 can be proved along the
same lines. We start with the first limit. We know from Lemma 5 that ||v;]| — [[v{°||. Hence,
it is sufficient to prove that, as L — oo,

k k
/g(xl, ey XE) 1_[ v%(x,-)dxi — /g()q, e XE) H(vfo)z(x,-)dx,-.
i=1 i=1

In addition, we remark from (43) (and a direct calculation) that
vi(x) <v°(x) Vxell,L].

The result then follows from the dominated convergence theorem and the fact that v; con-
verges to v{° uniformly on [0, 1]. The second limit follows from similar arguments, using
(46) and the dominated convergence theorem combined with a truncation argument for large
values of h. [

LEMMA 6. Assume that (H),) holds. For all k € N, we have
|luk(x)| < €3E€|kk|(1 +2[xl)x,  x €[0, 1],
withc =14 ||W| .

PROOF. First, note that for all A € R, the solution p, of the Cauchy problem (38) can be
expressed as

X /1-Ww
o =mOew( [ (40 sineao)ay). w11
Therefore,

(51) 0<pa(x) <exp(é+[Al). xe[0,1].
On the other hand, note that for all A € R, the unique solution 8, of (37) is such that
0.(x) — Bo(x) < [61(x) — Bo(x)| <2¢[6,(x) — o (x)| +2IAl, x €0, 1],

where we use that cos? and sin? are 2-Lipschitz. Moreover, recall from (39) that for all A <0,
6, > 6y on [0, L]. Hence, for all A < 0, we have

X

6.(x) — Op(x) < —2Ax + 025(9A(Y) —60o(y))dy, xel0,1],
y:

and Gronwall’s lemma yields

(52) 0, (x) <0p(x) —2Axexp(2cx), x€][0,1].
In addition, we see from (37) that 0 < 6y(x) < cx for all x € [0, L], so that
(53) 0,.(x) < (E+2[2e*)x, x€l0,1],

for all A < 0. For A > 0, we use that 0 < 6, (x) < 6p(x) for all x € [0, L] (see (39)) so that
the last inequality still holds for positive A. We finally get the result by combining (40), (51),
(53) and the facts that | sin(x)| < x for all x > 0 and that ¢ < . O
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LEMMA 7. There exists a constant c7 > 0 such that for sufficiently large L, we have

~=Ak+1L > c7.

PROOF. Recall that Ag 1 <0 <Ak, 8 and 6, , are nondecreasing functions, 6, (L) =
K7 and that 0, , ., (L) = (K + 1)r. Moreover, we see from (39) that

Orx <60 <6ig,, onlo0,L].

Hence, 6p(L) converges to (K + %)JT (i.e., the unique fixed point of the ODE (37) belonging
to [Km, (K + 1)]). It follows that 6p(1) € (K — %)T[, (K + %)n] since (K — %) is also a
fixed point for the dynamics of 6.

We now argue by contradiction and assume that limy oo /—2Ag+1L = 0. Let ¢ :=
/—Ak+1. We see from (52) that for L large enough

(54) 0 <6, (1) —6p(1) < Clag 41| < Ce.

Let I, := 9k_1<1+1 (K + %)n, (K + %)n +¢))N[1, L] = [xg, x¢]. Recalling that 6p(1) < (K +
%)71 and using (54), we see that x, > 1. Define D(x) :=6;,,,(x) — (K + %)n. Note that
D(xo) € [0, C&2]. In order see this, we distinguish two cases (1) if 6p(1) = (K + %)n then
xo = 1. Using the fact that 6, ., > 69, and (54) entails the result; (2) if 6y (1) < (K + %)rr then

xo > 1 (for L large enough) and D(xg) = 0. Since D is nondecreasing, we have |D(x)| <&
for x € [xg, x.]. Furthermore,

|D(x)| < sin(D(x)) + 2|Ax 11| cos?(D(x)) < Ce?.
Hence, for L large enough
£ 2 2 2
558—C8SDQQ—D@wSCSQfﬂMSCsh

which leads to a contradiction since eL — Qas L — oco. [

LEMMA 8. Assume that (H)) holds. There exists cg > 0 such that for all k € N,

1
||uk||zzc8(m—).
[Akl

PROOF. Define g : [—1,A7°] = [0, +00), A > fxl=0 05.(x)% sin?(6; (x)) dx. By Lem-
ma 4. the integrand is continuous in x for every A. Using (51), it can be bounded by eIV
for L e[—1, A‘fo]. By a standard continuity theorem, the function g; is continuous and it at-
tains a positive minimum at some Ag.

Let us now consider A < —1 and remark that

! :
/ p1.() 2 sin(6,. (x))* dx > / " pr (1) sin (65, (x)) dx
x=0

(55) 1

= :Opx(x/|,\|)2sin(ek(x/|x|))2dx.

For all x € [0, 1], define py(x) = p,(x/|\]) and ék(x) = 6, (x/|1]). These functions corre-
spond to the unique solutions of the Cauchy problems

2 1 - - -
0, (x) = m(cosz(Gk(x)) + (W (x/|x]) — 24) sin?(65.(x))),  62(0) =0,
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and

. 1 1-w A ~
Fr) = m((# +3)sin@B@)AD ). A0 =1.

on [0, 1]. As before, g» : [—1,0] — [0, +00), A > fxlzo ,51/,\(x)2 sinz(él/x(x)) dx attains its
minimum m at some positive value. This combined with (55) shows that g3 : (—oo, —1] —
[0, +00), A fxl=0 o ()% sin(8y (x))? dx satisfies g3 (1) > K’—l We conclude the proof of the
lemma by recalling from (40) that

L 1
Ve= 1 ull® = /0 pi ()7 sin (B, (x))* dx > /0 P ()7 sin(6y, () dx.

PROPOSITION 10. Assume that (H)) holds. There exists a constant cio such that for L
large enough, for all x € [0, L],

U Juc _ gy

Vk <K, =cpe",
gl wy(x)
1
Vk > K, Juk ()] §cloeﬁxe|“‘(1+2|)\k|)2.
lugll ui(x)

PROOF. Let us first consider the case k < K. In this case, one can show that u; converges
to a limiting function u;° in L? and that

lur ()| < (x ATA(L — x))e*Wx on [0, L],

by applying similar arguments to those used to prove (47). This shows the result for k < K.
We now turn to the case k > K. First, we use Lemma 6 along with Lemma 8 to bound
ur/|lukl on [0, 1]: there exists ¢ > 0 such that

% <™ (120 ) (1 v 1)) 2x < coe™ (1 421041)%x  Vx €0, 1],k > K.
Uk

On [1, L], we have uy(x) = di sin(+/—2Ar (L — x)) for some dj € R (see (44)). Hence,

_sinQ2y/=2h(L — 1)))
220 (L —-1) )

(56)

L
sl = [~ wee? dx =ape - v

Recall from Lemma 7 that there exists ¢3 > 0 such that

sin(24/—2Ax (L — 1))
1-— >c3 Vk>K.
2/ =20 (L —1)
Using that |sin(x)| <1 A x for all x > 0, we get that for sufficiently large L,
(57) wOF Ly veepr-,
lurll — e3(L —1)

and forall x e [L — 1, L],

1774691 1 2
(58) T < mv—2?»k(L —x) <V=20(L —x) < (14 2|2 ])" (L — x).

Equations (56), (57) and (58) and Lemma 5 yield the result for k > K. [

PROPOSITION 11 (Spectral gap). Assume that (H,) holds. Then, A{° > A5°.
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PROOF. Assume, for the sake of contradiction, that A7 = A5°. Then, it follows from
Lemma 4 that u; converges to u{° (see (49) in C 1([0, 17). Recall from Lemma 5 that ui®(x) >
0 for all x € (0, 1]. On the other hand, we know from (v) that u, has a single 0, located in
(0, 1] (it can not be located in [1, L) since u;(x) is a multiple of sinh(y/217(L — x)) in
this interval). We denote by xr the position of this 0 and remark that u>(2xz) < 0. This
stems from (v), the fact that u, > 0 on [0, x; ] and that u/z(xL) # 0 (here we use the same
argument as in the proof of Lemma 5 to show that u{° > 0). Hence, since u converges to a
positive function, x; — 0 as L — 00, and one can show that u;(2x7)/(2x1) < 0 converges
to (uc1>0)/ (0) > 0 (e.g., using the mean value theorem). This leads to a contradiction. [

4.2. Heat kernel estimate.
PROPOSITION 12.  Assume that (Hp) holds. There exists a constant c12 > 0 such that for
L large enough and t > c1oL, we have

|pi(x, y) = h(0, X)A(z, y)| < e PLR(0, x)A(z,y), x,y€l0,L].

Recalling from Lemma 1 and Proposition 5 that q;(x,y) = Z(((t))ycg pr(x,y) and Tl(x) =

h(t, x)h(t, x), this implies that for L large enough and t > c15L,
la:(x, ) = TI()| < e PP, x,y€l0, L.

PROOF. By Proposition 10, for L large enough and ¢ > 2,

K 1w (o)ur(y) .
Ze)»kl‘ 5 S K(clo)2€2,3L+)»2 I’
= fuel? vi@)vi(y)

and
& 1 up(x)ur(y) -
(59) Z e)»kt 5 k k S(clo)zeZﬁL Z (1+2|)\k|)4ekk(1_2)-
o1 uell® vi)vi(y) ol

In order to evaluate the latter sum, we rely on the comparison principle (41). First, assume
that |W||oo # (k — 3)?7%, Vk € N. Define

Lo 1\ L-1 1
Ai=_(<K+—+i> —IIWlloo>, Ni={( - )\/2—Ai+§J+i,

2 2

forall i >0 and A_; = N_; = 0. One can show by an explicit calculation that for all j € N
such that N;_1 < j < N;, we have

(60) Agij € (=Ai, —Ai-).

We refer to [35], Lemma 2.1, for further details on this calculation. If ||W s = (k — %)an
for some k € N, one can replace | W||oo by || W||so + € for some small ¢ > 0 and get similar
estimates. We now use (41), (42) and (60) to bound the sum on the RHS of (59). We get that
for L large enough,

o0

3 (14 20]) e
k=K+1
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B K272 K4+ 2r2\4 -
5K<1+ )+Z Z (1+4( +L12)”)e*1<+.f(f—2>

i=0j=N;_1+1

(K + N;)*n? >4eA,-_1(12).

(o¢])
<2K + 3 (N - N,-_l)(l + 8L

i=0
One can easily show that, fori e N, & < Aj, N; SiL and N; — N;_j <iL. Therefore, there
exists ¢, ¢; > 0 such that

o0 o
Z (1 + 2|)\‘k|)4e)xk(l‘*2) < C()(l + L Zl(l + i2)4661(i1)2(l2))~
k=K +1 i=0

Note that Y 72,i(1 + i2)4e*61("*1)2(”*2) <> i1+ iz)“e*”("*l)2 < oo for t > 3. Thus,
there exists c» > 0 such that, for all L large enough, for all ¢ > 3,

o0

3O (1 20]) e D < o L.
k=K+1

Putting all of this together, we see that, for all L large enough, for all ¢ > 3,

Z et VK V(D)

o S < (@0 i@ (y)e*PE (K" + o).

Recalling that p; can be written as

(0,0
5 o0 ‘U x v
.y s S o OO
Uk

k]

k=1

(see (2) and (36)), that [Jvy || — [[v°]l (see Lemma 5) and that A{° — A5° > O under (H) (see
Proposition 11), we obtain

1 00
pi(x,y) — We(kdl )’eﬂ(x”vl(x)vl(y)‘
< CLez’gL_(M_kgc)’e(kl_’\?o)’e“(x_y)vl(X)vl(y)»
<CLe2ﬁL— Zt M =AT gt (x— Nup(x)vy(y)

for all # > 3 and L large enough. This together with (20) concludes the proof of Proposi-
tion 12. I

4.3. Green’s function. The Green’s function can be expressed thanks to the fundamental
solutions of the ODE

1 1
(61) Eu” + EW(x)u = A\u.

Let ¢, (resp. ¥,) be a solution of (61) such that ¢, (0) = 0 (resp. ¥, (L) = 0). Define the
Wronskian as

. = Ya(De; (1) = ¥ (D (D).

Note that ¢, and v, are unique up to constant multiplies. Without loss of generality, we can
set Y, and @, so that
sinh(+/2A(L — x))

(62) wk(x):sinh(M(L—l)) and ¢, (0) = v (0).
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PROPOSITION 13.  Let & > 0 and M(§) = A := A{° + £. Define

o0
Gs(x,y)=f0 e~ py(x, y) dt.
Then

(@) " Y 6 (e (v), 0<y<x<L,

(63) Ge(x,y)= { -
: (@) ey 600 Vi) (), 0<x<y<L.

PROOF. Recall the definition of g from (2) and define

o0
HGey)i= [ e Mgt vy,
By [7], page 19, H,, is given by

(@) " ()@ (),
(@) o ()Y (),

On the other hand, we see from (2) that

o0 0 00
Hx(x,y)=/0 e_“gz(x,y)dt=e“(y_x)/0 P (x, y) dt.

This yields the result. [

HA(X,J’) :!

LEMMA 9.  Assume that (H ) holds and that % SE % Let A(§) be as in Proposi-
tion 13. Then,

(64) Or6)(X) = v1(x) + OE)(1 Ax)(eP* + Le™P¥),
and

(65) i) () =v1(x) + OEL)(1 A (L — x))e Px.
In addition, we also have

(66) Pr6) (1) = (1A X)(0(De P + 0(§)efY),
(67) i) () = O() (L A (L —x))e P~

PROOF. We know from Lemma 5 that e 2L <« N=! < & under (Hy,,) so that A(§) > A
for sufficiently large L.
We have

6 peow-um=|[_ fy W0 —m)dydz. xelo.11
We know (see (SLP) and (61)) that

(69) ¢ — v () = (2ME) — W) (ore) (¥) — v1(0) + 2k — Apvi(y).

Besides, we see from Lemma 5 that 2(A(§) — A1)v; = O(&). Hence, we obtain that for all
x €0, 1],

1 X
|@r)(X) —v1(x)] < /:0/:0|2k(€) — W |lore ) —vi(y)|dydz + C§

= [ @+ IWlee)aey () — v10)] dy + C.
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Gronwall’s lemma then yields

ore)(x) —vi(x)=0(), xe€[0,1].
Putting this together with (68) and (69), we get that

(70) P (@) —vi1(x) = 0(E)x = 0(E) (A Ax)ef*, xel0,1].
Using a similar argument, one can easily show that
(71) e (D) — v (1) = 0(§).

Then, we see from (61) that, on [1, L], @) can be written as

3 sinh(yv2A &) (L — x)) PE D | o STE )
@) (¥) = pae) (1) b OC -1 T AeY + Be ,

for some A, B € R. Applying this equality to x = 1, we see that A = —B. In addition, we
know that @) &)(1) =v1(1) + O(§) = 1 + O(§) and one can show by an explicit computation
(e.g., using the mean value theorem on [1, L — 1] and expanding sinh(/2A(£)(L — x)) =
sinh((+/211 + O(£))(L — x)) on [L — 1, L]) that

sinh(v2A(§)(L —x))
sinh(v2AE)(L — 1))

Besides, a direct calculation shows that

(72)

(14 0EL))vi(x), xe[l, L]

cosh(v/21(&)(L — 1)))
sinh(v/2AE)(L — 1))/’

Recalling from (71) that gai(%.)(l) = v)(1) + O(§) with v{(1) = —/2A1/tanh(y/211 (L —
1)) and remarking that /24(&) = /20°(1 + O(£)), +2A1 = J22°(1 + O(e™?PL)),

tanh(v/2A1 (L — 1))~ =1+ 0(e?PL), tanh(V2A(E)(L — 1))~ =1 4+ O(e~?$L) and that
e 2L — O (&) under (Hp), we get that

Phey (D) = x/ﬁ(zfx — e (D)

A=0().
Therefore,

@re)(x) = (1 4+ O(EL))vi(x) + O(£) sinh(v24(8) (x — 1))
=v(x)+ 0ELYA Ax)e P*+0E) 1 Ax)eP*, xe[l, L]
Putting this together with (70) yields (64). Equation (66) can then be deduced from the first
part of the above: one can easily show that sinh(4/2A(£)(x — 1)) = O(1)(1 A (x — 1))ef* for

all x € [1, L]. We then use (70) to conclude.
We now move to the estimate on ;). We recall from (62) that

_ sinh(v2ZAE)(L — x))
~ sinh(V2h (L — 1))

Yae) (x) xe[l,L].

As for (72), one can show that

(73) Ve ) =(14+ 0EL)vi(x), xe[l,L]

The same argument also yields that WQ@)(I) =vi(1)+ O(EL).
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We now prove that this bound also holds on [0, 1]. On [0,1], the function v, (¢) also satisfies
(69). Hence, we get that for all x € [0, 1],

Vo) (x) —v1(x)
— VoM =+ [ @ - v

= vo O 0+ [~ (B ® =0+ [~ Wi - vim)ay)dz
—_— =l —_—— — y=1

=0(L) =0(£L)
— 0L + / | / ) (248 = W) (W0 () — 01 (3) dydz.
z=1Jy=

Applying Gronwall’s inequality in the same way as for ¢; ) we get that
Yaey(x) =vi(x)+ OEL), xel0,1].

This concludes the proof of the lemma. [

LEMMA 10. Assume that (Hy),) holds and that % <éEK % Let L(§) be as in Proposi-
tion 13. Then,

Oty = s( /y io v () dy + 0(5L>).

PROOF. Recall that ¢,(x,-) = ,f'((é’)‘c)) p:(x,-) is a probability density function and that

h(t,y) = e(kifo_kl)’h(O, y). Thus, by definition of G (see Proposition 13),

h(o’)’) & —&t _h(ovy)
h(O,X) 0 e pt(x’y)dl_h(O,X)

00 o
(74) fo e~ EFOTA g (o yy dr = Ge (x, y),

so that for & = £ + (A® — A1), we have

=1
—_—

1 o0 —gt L
:zf e / q:(x,y)dy dt =
£ Jo 0

We see then from (63) that
L

1
h(0, x)

L
fo 1(0, y)Gs (x, ) dy.

Oh(O, VGe(x,y)dy
y=

753

X L
P <W($)(X) /y:o ore)y M1 () dy + @) (x) /y:x Ve (Mv1(y) dy>.

Using Lemma 5 and Lemma 9, and noting that for 0 < x; < x < L, we have

/x2 e BV dy =01 A (x2 — x1)),

1

we get that

Ve () /y o0 0)dy = Va6 (®) /y OP+ 0@ (1 +Le ) dy

(=]

=

- m@(x)( s dy + OEL)(1 A x))

y=0
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=v1(x) xo vl(y)zdy + 0($L)(1 AXxA(L— x))e*ﬂx
y:
=v1<x>(/x0v1<y>2dy+ 0(5L>>,
y=

and

L L 5 gy
e [ a0y =g [ 010?+0ELe ) dy

=X

=X

L 2 _ —2p8x
<Px(s)(x)</y vi(y)“dy + O(EL)(1 A (L —x)e ))

L
= v;(x) vi()?dy + OEL)(x AT A (L —x))e P*

y=x

- v1<x>(/yix v ()2 dy + 0(&L>).

Putting all of this together, we get that
oo =E([ w7 ay+ oen)
We conclude the proof by remarking that under (H ), § =&+o0(). O
REMARK 5. Forall r > 0,
[ pute s <Gy,
This follows from the fact that 15¢(0,/] < e forall0<s <t.

4.4. The number of particles escaping the bulk. In this section, y denotes a real number
in (0, 1]. We are interested in the expected number of particles reaching the level y L during
the time interval [0, # N]. The following lemma allows to prove that, for a suitable choice of
y, this number is exponentially small (in L).

For ¢t > 0, we denote by R ([0, t N]) the number of particles whose ancestors did not reach
the level y L before time ¢ N. We also define p; (x, y), v{, )»71/ and Gé’ (x,y) (as well as <p;/($),

1//{(5) and a);(g)) in the same way as p,(x, y), vi, A1 and G¢(x, y) but with y L instead of L.

LEMMA 11. Assume that (Hy),) holds. Let T > 0 and y € (0, 1]. For N large enough,
forall x €[0,yL]andt € [0, T],

E, [R)/ ([0, tN])] =01 A x)[e(u—ﬁ)xe[(u—ﬁ)—y(ﬂ+ﬂ)]L + e(lﬁ‘ﬂ)(X—)’L)]’

where the O(-) may depend on T but not on x noront.

PROOF. Itis known (see, e.g., [27], Lemma 5.7) that

1 [N 9
EX[RV([OJN])]:__ _p;/(x7y)|y=yLds-
2 Js=0 dy
In words, this means [27] that the expected number of particles “killed” at y L between times
0 and 7N is equal to the integral of the heat flow out of the boundary y L. Given the boundary
condition in (A), the flow out of y L is exactly —% %pg/ (X, Vly=yL.
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Hence, E,[RY ([0,¢N])] is an increasing function of ¢ (as expected) and a bound similar
to Remark 5 yields that

1o _,
Eea_G(TN)—l (-xv y)|y=)/L-
Let& = TN and A(§) = A{° + &. We know from (63) that

3 . :
@G(ynv)—l (e Piy=yL = (@) TPl () (W) (L)

E[R”([0,7N])] <E,[R” ([0, TN])] < —

We then see from (62) and Lemma 5 that

/ . —1 _
(W) (L) =227 smh( 2 (yL — 1)) — 0(e P7L),
By Lemmas 9 and 10, we have
(@) @le)@)
= (w{@))*l(l AX)(0D)e P+ 0E)eP*) = (1 Ax)(O(N)e P + 0(1)ePY).

Putting all these estimates together, we see that

10
2 dy

which concludes the proof of the lemma. [J

GrTN)—l(x’ Wiy=yr = O(1)(1 A x)e—(M-Hff)VL[e(ﬂ—ﬂ)Le(M—ﬂ)x + e(M+ﬁ)x]’

COROLLARY 3. Assume that (Hy,) holds. Let T > 0 and y € o, & 2,9 ] For N large
enough, forall x € [0,y L] and t €10, T],

E, [RV ([O, tN])] =0()(1 A x)e(“_ﬂ)xe[(“_ﬂ)_y(“+ﬁ)]l‘.

PROOF. Note that for y < "2—_}35 and x <y L, we have

QBB _ J=B)x 2B _ ()(1)62BYLoW=BX — 0(1)el—BIL pUi=P)x 0
COROLLARY 4. Ler0 <8 < (41 ﬂ) A (35 “;fﬂ) Yand y = Y= — 5. Then,

u—p _gutp

B
7 i) (1 Ax)e"PY wx e [0,yL], 1 €[0, T].

P, (R”([0,1N]) > 0) = O(N ¢

PROOF. ThlS follows from Markov’s inequality and the fact that (u — 8) — y(u + 8) =
(= B)(—15F +6120) O

COROLLARY 5. Assume that (Hp) holds and let x > 0. Then

1
1(0, x)

NP, (R'([0,tN]) > 0) = 0, N — oo,
where h is as in (20).

PROOF. According to Lemma 11, Lemma 5 and Markov’s inequality, it is enough to
prove that

Ne 2L 0 and Ne*PXe WAL 5 0,

as N — oo. The first assertion is a direct consequence of (Hp). The second convergence is
clear when x is fixed. [
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5. Convergence of moments. From now on, we will assume that (Hy),) holds. In this
section, we will make heavy use of the notation defined in Section 2.4.

5.1. k-Mixing.

PROPOSITION 14. Let (¢;; i € [k]) be bounded measurable functions and (X;) be a se-
[e'S] 2 —
YOS dx. Under Ok define

R

IéN = 1_[ V(Zv)h(|U|N, Ev) l_[ wi(gv)-

veB veLl

quence of i.i.d. random variables with density TI*®°(dx) =

Then as N — o0,
B k—1 k ‘
(75) RY = (1‘[ r(Xi>h°°(Xi)> (1‘[ @i (Xl”‘—l))
i=1 i=1

in distribution.

PROOF. Let f :[0,00) — R be a continuous bounded function. Let (u1,...,ux—1) €
(0, 1)*~! be such that

Vi,jelk—11, Nlu;—uj|>cioL and N(u; A(t —u;))>ciL.
It then follows from Proposition 12 that
Vi,jelk—10:ui <uj,  |qu—u(x,y) —TI(y)| < e PLTI(y),
and that
Vielk—11, |gu,@ -1 <e P ) and |g—y @, y) = 0| e PPI).

We now condition R on the tree structure of the k-spine (see Section 2.4). Corollary 2 shows
that

Nl_ijiloo O (F (RN, ... Uk—1) = (1, ... ug—1))

k—1 k 2K—1
= /f(l_[ r(xi)h™ (x;) l_[(ﬂi(xi—i—k—l))( I Hoo(dxi)>-
i=1 i=1 i=1
Yet, the random variables (U;) are independent uniforms on [0, #] so that
Vi,jelk—11, P(N|U; — Ujl > ci2L) — 0, P(N(U; A (t = U;)) > c12L) — 0,

as N tends to co. A union bound and the dominated convergence theorem then yield

Jlim O (fF(RY) =E[ lim O (£(RY)IUL, ... Ui)]

k—1 k 2K—1
= ff(]_[ r(xi)h™(x;) Hgol«(x,-+k_1)>< ] nm(dxi)),
i=1 i=1 i=1

which concludes the proof of the proposition. [
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5.2. Uniform integrability.

LEMMA 12.  Assume that (H ) holds. Let T > 0, n € N and let
3—nu

n(p—pB)

There exists a constant C1p = C12(T, €, n) such that for sufficiently large N,

(76) 0<e<

t L
Int,6,0(x) = / h(sN, y)! o= DE=IG (x, y)dyds < Croe™ =P,
s=0Jy=0
forallx €[0,L],t€[0,T].

PROOF. Recall from Lemma 5 that A(sN, y) < 2h(0, y) for N large enough (that only
depends on 7). Using Fubini’s theorem along with Remark 5, we see that

! L h(sN,
Lyer(x) = f N IRI0% y)1+8eg<”_1)(“_/3)y<(7y)
S= y=

701 pszv(x,y)) dyds

T /L h(0,
< 22+5f 10, y)1+8 e(n—1)(u— ﬁ))( ©,5) psn (x, y)) dyds
s=0Jy=0 h(o )

1 rL h(0, y)
<21+8 _f h O 14¢ 5(” D(u— ,B)Y( G _ s )d .
s2te g | nO.w 7.0 Cam ) Jdy

::Jn,E,T(x)

Leté& = ﬁ and A(§) := A{° 4 &. By definition of G¢ (see Section 4.3),

X
V1 (X) Jpe,7(x) = (wa(s))_l(%(s)(x)/ Oh(O, y) T DWBY ) o ()1 () dy
y=

L
+ ooy @) [ h0, y)! TELOTVERY Y o (Vv () dy)
y=x

= (None) ™' (Vi) (D AX) + 916) (1) B(x)).
Recalling the definition of & from (6), we see from (Hy),), (76), Lemma 5 and Lemma 9 that

X
A(x) = / Oe(u—2ﬂ)Y(0(1)e—ﬁy + 0(5)613)’)88”(#—/3))1 dy

=0(1) y:O W3Ryt =Py gy 1 O(&) y:o =Py En =By g,
=01 AX)+ OE)A Ax)eHPxeenu=Fx
and remarking that £e“~A)* = O (1) for x € [0, L], we get that
i) (DA = (v1(x) + OEL)Y(1 A (L —x))e P)A(x) = O(1)vy (x)ef P,
Similarly,

L
B(x) = 0(1)/ =3P e (=B)Y gy — O(1)(1 A (L — x))e =3 gen(u=p)x,
y=x

so that (using that £¢*~A)* = O (1) again)
P16 () Bx) = (1 Ax)(0(E)eP* + 0(De ™ P¥) (1 A (L — x))eW3Px gfnin=P)x
= 0(1)v)(x)e"H=Px
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Applying Lemma 10 to £ = (TN)™1, we get that (wk(g))_l = O(N) so that
Jne(x) = O(D)eH=P*,
which concludes the proof of the lemma. [J

LEMMA 13.  Assume that (Hy),) holds. Let k > 1 and T > 0. For all

17 0<e<_ L 3b-m
k—DVvI1pu—-p8

there exists a constant c13 = c13(e, T, k) > 0 such that

Qi’”(l‘[ h(lvIN, Ev)“g) <t~ * Dt EDW=AY Yy €10, L], Vi € (0, T1.
veB

PROOF. We prove by induction that, for every n < k, there exists a constant ¢, = c, (¢, T)
such that

(78) Qﬁf(]‘[ h(Jv|N, EU)”S) < et IV =DW=Px vy 0, L], 1€ (0,T],VI € [n].
veB

For [ =1, we know that
Oy'[1]=1.

Let us now assume that (78) holds for some n < k — 1. We claim that

Qz—i—l,t(l—[ h(|v|N, Ev)lJre)

veB
t sn—l

_ /0 t_ne—(xfo—m)(t—s)Ex [r(g,_s)h(o, E,_S)HS

x i 0% (]‘[ h(jvIN, &)””‘) Q’ﬁ‘(]‘[ h(JvIN, Ev)”gﬂ ds.

n=1 " veB veB

This formula is an extension of Proposition 9. The proof of this fact is obtained by replacing
the functional F : U} — R by a functional F' of the k-spine tree 7 with depth ¢ of the form

k
F(T)=[Thr(vl¢)" [The tv)
i=1

veB

and by summing over all the possible sizes for the left and right subtrees in the (n 4 1)-spine.
The proof then goes along the exact same lines.
It follows by induction (see (78)) that

Qz*”(]‘[ h(IvIN. EU)I“) < (et Ty s ().
velB
Finally, we see from Lemma 12 that
Q;“’f(l"[ h(JvIN, Ev)“s) < (ca)*Cra(n, &, T)t " W=P)x,
velB
This concludes the proof of (78) atrank n + 1. [
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COROLLARY 6. The sequence of rv.'s

°°(§vg)
<v1;[3r@”)h WIN., le,wg, D106 2 NeN)

from Theorem 4 is uniformly integrable under Q];” .

PROOF. Recall that the functions ¢; are compactly supported. Hence, there exists a con-
stant A > 0 such that ¢; =0 on (A, 00), Vi € [k]. We know from Lemma 5 that v converges
uniformly to v{° on [0, A], v] converges uniformly to (v{®)" on [0, 1] and that v{(x) 2 x on
[0, 1] for L large enough. This implies that, as N — oo,

2
v1(x)

In particular, we see from (46) that there exists a constant C > 0 such that 2 (y) <
Ch(tN, y) forall y € [0, L], so that

(79) sup
xe[0,A]

—1‘—)0.

h®@y,)

((val h(N—g“)‘ <C 1_[ h(JvIN, ).

veB

Hr(é‘v)h [VIN, ;v le](UO, (r])l_lﬁol

veB
The result then follows from Lemma 13. O

PROOF OF THEOREM 4. Let A > 0 be as in the proof of Corollary 6. Equations (46) and
(79) show that h*°(-)/h(tN, -) — 1 uniformly on [0, A] as N — co. As a consequence, one
can show that the sequence of random variables

h>®(Qv,,)
(vl;lgr(;v)h o8 [ = Nen)

converges weakly to the same limit as RY in Proposition 14. Theorem 4 then follows from
Corollary 6. [
6. Survival probability (0th moment). Let L be as in (19) and ¢ as in (6). Define
u(t,x) =P, (ZF > 0),

and

L. L
a(t) = A h(0, y)u(t,y)dy = C/O e Mo (y)u(t, y)dy.
This section is aimed at proving Theorem 1. Essentially, we will show that for N large
u(tN,x)~h(,x)atN),

so that the problem boils down to estimating a(tN). Fix 0 < n < T. The idea is to prove that
for N large enough, a satisfies

22
(80) a(tN) ~ —Ta(tN)z Vi en, T1.

As a consequence,
1

(tN)~
¢ 2 —nN +

a(nN )
Finally, the result will follow provided that

(81) liminfliminfnNa(nN) > 0.
n—0 N—o0
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6.1. Step 1: Rough bounds. In the remainder of this section, we will often make use of a
union bound that we describe now. We know from the branching property that for all ¢ > 0,

(82) u(tN,x):IP’x< U {z% . >0}),
veNLLZ

where Z S(U) refers to the number of descendants of the particles v at time L + s > 0 in the
particle system X’ . Using a union bound and the many-to-one lemma (see Lemma 2), we see
that

L
u(tN,x)S/ pr2(e, Mu(tN — L%, y) dy.
0

Proposition 12 along with (20) then shows that
L o0
(83) / pr2Ce, Yu(EN — L2 y)dy = (14 0 (e L) e®1 =L 10, x)a(tN — L),
0

We recall from Lemma 5 that A1 < A{°. This implies that for N large enough (that does not
depend on t),

(84) u(tN,x) < (1+ 0(ePL)h(0, x)a(tN — L?).

LEMMA 14 (Rough upper bounds). Let T > 0. There exist two positive constants y and
c14 = c14(T) such that for all n > 0, there exists N = I\?(T, n) such that, for all N > ]\7, we
have

aN) << vrem, T,
=Ny

and
h(0, x)

u(tN,x) <ci4 N7

, x€l[0,L],Vre[n,T].

PROOF. In this proof, the quantities O(-) can depend on T but not on 7. We will make
use of the notation defined in the beginning of Section 4.4.

Basically, we prove that, in order to survive a period of time of order N, the BBM has to
reach the level £ 25 B < L. We established in Corollary 4 that the probability to reach this

level is of order (N ~7) for some y > 0.

Let 0 <6 < (“8) A (5 UE") and 7 = “2F — 5. Forall x € [0, 7 L], we have

P, (25 > 0) =P (27 >0, R7 ([0, tN]) = 0) + P, (2L, > 0, R7 ([0, tN]) > 0)
<P.(Z/} > 0) + P, (R ([0, N]) > 0).

The first probability can be bounded by Proposition 12. Indeed, for all x € [0, y L], we have

P (Z7F > 0) <E.[Z]}] = / plyGey)dy
i Y 7L _
<(1+ O(efﬁL))er/%?o)’Ne“xvl—}gx) e vl (y)dy.
loy 12 /0
Lemma 5 yields that fo e "yvl (y)dy < o0, ||v1 | = llvi°ll as N — oo and that

(85) vf(x) <C(xAlA(L —x))e_ﬂx <Cvi(x) Vxel0,yL],
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for L large enough so that L — y L > 1. In addition, it implies that there exists a positive
constant C = C(A{°) > 0 such that

TN < exp(—Cre 7L =PLY — exp(—Cre*#oL).
Hence,
(86) P, (27E > 0) = O (exp(—Cne? )n(0.x), x €0, FL].
It then follows from Corollary 4 and (85) that for all x € (0, y L),
P.(R7([0,1N1]) > 0) = O(N~F i) (0, x).

Note that the exponential factor in (86) is smaller than any power of N (for N large enough)
so that

L—p u+B
(87) P, (zL >0)= 0N~ % *i=)n0,x) Vx [0, FLI.

Remark that this proves the second part of the lemma for all x < y L < L. We now establish
an upper bound on a(¢) to get a control on u(z, x) for larger values of x.
We split the integral a(t N) into two parts: we see from (87), (20) and (47)

yL _ L _
a(tN) =/(; hO,x)u(tN,x)dx +/:Lh(0,x)u(tN,x) dx
v

7L L
)/ v ?dy + 0(1)/ e~ WEPX gy
0 7L

where we bound u(t N, x) by 1 in the second integral. Moreover, note that
L L w8 -
/~ e~ WHBx gy O(e—(u+ﬂ)y ) — O(N u—p V)‘
Y

1 (u—p)?
228(u+p)

Finally, since we chose § <
large N,

in the beginning of the proof, we get that for sufficiently

u=p

a(tN)=0(N~ %) Vte[n,T].
Note that the constant depends on T but not on 7.
The upper bound on u follows from (84) (and the remark following the equation). Indeed,
for N large enough, L? < %nN and we see from the first part of the result that for N large
enough,

c14(A°, T)

a(tN — L?) < 7

LEMMA 15 (Rough lower bounds). Let Q < T~1 < Tp. There exist two positive~c0nstants
C1=C1(A]°), C2 = C2(A9°) and an integer N = N (T, T») such that for all N > N, we have

N0 =0 PO 0. L e [T1. T
u s X) = X y s ) )
11+ZN 1 2
and
C
a(tN)> —2— Yre[Ty, Tl

“14+tN
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PROOF. The idea of the proof is adapted from [18], Lemma 7.2. Let }13’; be the probability
measure absolutely continuous w.r.t. to P, with Radon—-Nikodym derivative

dP' 1
AP, 1(0.x) 2 hit.x).
X ) UG./\/;II‘V

This change of measure combined with Jensen’s inequality yields
h(0, x) } - h(0, x)
2vent hUN x) 1~ IFD;N[ZUGJ% h(tN,xy)]

Py(Z{y > 0) =Exllz o) =P [

Yet,

Ex[(Xyent h(tN, %)%
h(0, x)

(88) P;N[ S AN, xv)} -

veNy
Corollary 1 then yields
2
Ex[( > h(tN,xv)) ]:Ex[ > h(zN,xv)Z] + 210, )t N Q2N (r(¢)h (JvIN, &),
veNTy veNy

where v refers to the unique branching point in the 2-spine tree of depth ¢ N. The first term
on the RHS of the above can be calculated thanks to Corollary 1:

B X 4N | =h0.0 04 (16N co).

veNk

where v is the unique leaf of the 1-spine at time #tN. One can easily check that Q;”N
(h(Jv|N, ¢3)) and Q%*’N(r(g“v)h(|v|N, ¢y)) are uniformly bounded in x € [0, L] by a con-
stant that does not depend on 77 nor on 75. Putting all of this together, we see that there
exists a constant C; > O such that

2
A}EnmEx[< > h(tN,xv)> ]§C1(1+IN)h(0,x),

L
veNy,

and that C| does not depend on 77 nor on 7>. This equation combined with (88) yields the
first part of the lemma. The second part of the result follows from an integration. [

6.2. Step 2. Comparing a(t) and u(t, x).
LEMMA 16. Forallt > 0, we have
a(t) = — /OL R0, x)r (x)u(t, x)* dx + 0(%)41@).
PROOF. By definition of a(t), we see that
a(r) :/()Lﬁ(o,x)atu(t,x)dx.
Yet, u is solution of the FKPP equation
du(t,x) = %axxu(t, x) — pdu(t, x) 4 r(x) (u(t, x) — u(t, x)?),

(39)
u(t,0) =u(t, L) =0.
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On the other hand, note that x — fz(O, x) is solution to the ODE

1
Ey” +uy +r@x)y= (A1 —A%)y.

An integration by parts then entails

at) = (r —A20)a(r) — /OL r()R(0, x)u(t, x)* dx.

Lemma 5 finally yields the result. [J
COROLLARY 7. Let0< Ty <T,. Let y be as in Lemma 14. For N large enough,

1
a(tN)| = O(W)a(tN), t € [Ty, Tal.

PROOF. Recall from (84) that
u(tN,x) = O(1)h(0, x)a(tN — L?)

for N large enough. In addition, we see from Lemma 14 that for any kK € N and N large
enough (that only depends on 77, 7> and k), we have
c14(T2)
NY
Thus, the union bound (84), Lemma 16, (20) and Proposition 1 yield

(90) a(tN —kL?) <

la(tN)| = 0( )a(tN) + 0($)a(tN — L%, te[l. Dl

Na—l

Without loss of generality, one can assume that ¥ < « — 1. Hence, using that for N € N fixed,
the function ¢ — a(t) is decreasing, we see that

) 1 2
1) la(eN)| = O(W>a(tN ~1?), e[l T

Using the mean value theorem, we then obtain
L2
la(tN) —a(tN — L?)| = 0(W>a(tN —-2L%), telT, Tl
so that (91) implies that
. 1 L? 2
|a(tN)|=O W)a(tN)—i—O W)a(l‘N—2L ), telTy, To].
Let k € N be such that ky > 1. Iterating the above estimates, we see that
2(k—1)
Nk

Note that it suffices to choose N large enough such that kL?/N < T;/2. Then, recall from
Lemma 15 that % < a(tN). This, combined with (90) yields the result. [J

) 1 2
la@N)| = O<W)a(tN) + 0( )a(tN —kL?), telT, Tl

COROLL/}RY 8. Lete>0and0 < T, < T,. There exists N = 1\7(8, T, T») such that for
every N> N,

Vxel[0, L], (1—-8)h0,x)a(tN)<u(@N,x)<(1+¢e)h(,x)aN).
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PrROOF. It follows from (82) along with Bonferroni inequalities that

u(tN,x) > IEx|: Z Py, (Zt(]li,)sz = 0):|

L
ve
N

1
B X Pz > 0P () > 0)
v;éwe./\fb

2B X P (2 >0)]

L
ve/\/L2

92)

1
SB[ X Pz = 0RL(2y) 0]
v;ﬁweN’Z‘z

Using a similar argument to that used in (83) and (84), we see that

L
Ex[ 3 P (2R > o)] :/0 pr2(x, YuN, y)dy = (1 + 0(e P*))h(0, x)a(tN).

veN LLZ
Hence, for N large enough (that only depends on ¢), we have

(93) Ex[ 3 P (ZR > o)} > (1 —&)h(0, x)a(tN).

L
veNL2

Corollary 1 then yields

B X Pu(Zy .= 0P (2 2= 0)]
v;éwer
o9 (tN — L%, ¢y,)
=2h<o,x)LZQ%LZ[r@v)h(m;v) I1 ”_—}
l=1,2 h(L27 ;‘U,)

where v is the unique branching point of the 2-spine tree of depth L? and vy, v are its two
leaves. Using (83) and (84) again, we get that for N large enough,

u(tN — L?,y) <2h(0, y)a(tN —2L?).

On the other hand, h(L?, y) > %h(O, y) for N large enough (see Lemma 5). These upper and
lower bounds, combined with (94) yield

Ex[ Y P (N, = 0P, (N, > 0)]
vEWEN Z‘z

< 16CL2h(0, x)a(tN — 2LY)? Q> (rg)h(1v], &),

for some C = C(A{°) and N large enough. The term Q%LZ (r(&y)h(Jv], &y)) can be shown to
be uniformly bounded in N and x using the same techniques as in Lemma 13.
We know from Corollary 7 and the mean value theorem that

2

a(tN) = (1 + 0<%)>a(tN —2L?),
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so that, for N large enough,

(95) (1 —&)a(tN) <a(tN —2L*) < (1 +&)a(tN).

Putting this together with (92), (93) and Lemma 14, we get that for sufficiently large N,
(96) u(tN,x)> (1 —-2e)a(N)h(,x).

The upper bound of the lemma can be obtained in a similar manner, using only the many-to-
one lemma and (95). O

6.3. Step 3. Kolmogorov estimates.
LEMMA 17. Lete > 0and 0 < Ty < T». For N large enough, we have
z? 2 _ . z? 2
—7(1 +8&)a(tN)" <a(N) < —7(1 —&)a(@N):, Ti<t<T,

where X is as in Theorem 1.

PROOF. We see from (H),) and Lemma 15 that there exists a small § > 0 such that

O7) Ni_l = O<$>a(tN).

The result follows from a direct application of Lemma 16 and Corollary 8. [J

PROOF OF THEOREM 1. Integrating the inequality in Lemma 17 allows to approximate
a(tN) by the solution of (80) on [N, T N]. On the other hand, Lemma 15 yields that (81) is
satisfied. It then follows from Lemma 8 that for all £ > 0 and x > 0, there exists N=N (e,1)
such that for all N > N,

2h(0, x)
2t
It remains to prove that, as N — oo,

N(P.(zL > 0) =P (Z,n > 0)) — 0.

2h(0, x)

< NP, (Z5 >0)<(1+¢) S

(I—¢)

This follows from Corollary 5 remarking that {ZILN > 0} = {Z;,ny > 0} on the event
{RY([0,TN])=0}. O

7. Convergence of metric spaces.

7.1. Truncation of marked metric spaces. Recall from Section 2.1 that M refers to the
set of equivalence classes of mmm-spaces. Let M = [X, d, v] € M. For any measurable set
X' Cc X, wewrite | X'| =v(X' x E).

DEFINITION 7. The marked Gromov-Prokhorov distance between two elements of M is
defined as
ViXi,di,vileM, ducp([X1,d1, vl [X2,d2, 12]) = Z%pnf(p dp, (@1 * V1, 92 x12),
»@1,92
where the infimum is taken over all complete metric spaces (Z,dz) and over all isomet-

ric embeddings ¢; from X; to Z, i = 1, 2. Finally, dp, is the standard Prokhorov distance
between measures.
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It is now a standard result that the Gromov weak topology is metrisable by the metric
dycp (see, e.g., [15]).

LEMMA 18. Let (M, = [Xy, dy, vi]; n > 0) be a sequence of random mmm-spaces and
for every n, let X|, be a closed measurable subset of X,. Assume that E[|X,| — | X},|]1— 0 as
n — oo and that [X),, d,, v,] converges 10 [X oo, doo, Vool in distribution. Then [ X, dy, vy]
converges in distribution to the same limit.

PROOF. Let V;; be the restriction of v,, to X ;l x E. It follows from Definition 7 that
ducp([Xy,, dn, vy, [Xns dn, val) <dpr(va, vy,).
By definition of the Prokhorov distance,
dpr(va, vy) < [1Xal = [ X,
The result then follows from Markov’s inequality. [J
In the following, we restrict ourself to the case where the mark space is an open set

E C R,. We also consider an increasing sequence of closed finite sets (E, & > 0) such
that | J,- o Es = E. For every finite mmm space M = [X, d, v], we define

X :={x:(x,m)e X xE;} and M°:=[X°d, v].

COROLLARY 9. Consider a sequence of finite random mmm-spaces (M, = [X,, dy, v, ];
n > 0). Assume that limsup,_, o limsup,_, .  E[| X, | — [X5|] = 0. Then

limsuplimsupdycp (M, My,) =0 in probability.

e—>0 n—>0

PROOF. The argument goes along the same lines as the proof of Lemma 18. [J

7.2. Proof of Theorem 2 and 3. For ¢ € (0, 1), set E; := [¢, —] and define M ¢ out of
MtL by killing all the particles which do not belong to the interval E, at time ¢. In other
words, we only keep the particles in E, at time ¢, with no ancestor outside of [0, L] on the
time mterval [O t]. We write vt ¢ for the restrlctlon of the sampling measure v to N; v X Ee.

Finally, M, , ¢ is defined analogously to M , , by rescaling the total mass of the space and by
accelerating time by N.
PROPOSITION 15. Fix ¢ > 0 and define
he®(x) i=1yep, h(x).

Conditional on {Z;y > 0}, (M L.e , N > 0) converges in distribution to a marked Brownian
CPP with parameters (t, —hoo(x) dx).

PROOF. We follow the heuristics of Section 2.5. Let (¢;,i € [k]) and (¥; ;,i, j € [k])
be bounded continuous functions. Assume that the ¢;’s are compactly supported on (0, 00).
Define the polynomial

VM =[X.d,v], ¥(M)= f]‘[lvﬁév,}l/f,,(d(vl,v,) Hgo,(x,)h“(x,)v(dv,@dxl)
i,J
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From Theorem 4, our Kolmogorov estimate (see Theorem 1) and the many-to-few formula
(see Proposition 6), we get that

2

lim E[¥(12/)|Zoy > 0] =k!(%,)kE[H lpl.’j.(Ug,,gj)] ]‘[/ % (x); (x) dx.
ij i

Let ¢; be a bounded measurable function and consider

Qi (x)lerg

h*°(x)
Note that ¢; is now bounded and compactly supported. It is also continuous on the support of
the measure v;. Define

@i(x) =

VM =[X,d,v], W(M):= /Hl{vi¢vj}wi,j(d(vi, v) [T xv(dv; ® dx;).
i,j i

Recall that T1°(dx) = h*(x)h*°(x) dx. The previous limit translates into

. - 2.

lim Ex[\p/(MtLﬁNZ,N >0]= k!]E[l_[ ‘/’i,j(Uai,aj)} l_[/ Thgo(x)qoi(x)dx.
ij i

N—o0
Let us now define

VM =[X.d,v], W(M):= / [1vij(d@i,vp)) [[oiGxivdv ® dx;).

iJ
From Proposition 2 and Proposition 3, it remains to show that

lim [Ex[W (M) — W' (M/*)|Zn > 0]| =0.
N—o00

Hence, it is sufficient to show by induction on k that

k
. =L, _
Nh—rgoEx (f 1U1§i<j§k{vizvj}n|_|l b (dvn @ dxp)| Zsn > O) =0.

On the one hand,

k
= |:/ 1U15i<j5k{vi=vj} l_[ ‘_)IL’S(dUn ®dxy)|Zin > 0:|
n=1

1 k—1
= Z NEX[ 1th’g(dvn Qdxu)|Zin > 0j|

I<i<j<k n=1

On the other hand, the RHS vanishes since by induction and the first part of the proof
k—1 .
Jim B, []‘[l b, (dvy @ dxp)| Zin > o}
n—=

k—1
. =L,
= lvlgnoo]Ex [/ 1U15i<j5k7]{vi7évj}nli[1 vl‘ s(dl)n ®dxn)|Z[N > O}

=k!<272t /Eaiioo(x)dx)k.

This completes the proof of the proposition. [
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PROPOSITION 16. Conditional on the event {Z;n > 0}, MtL converges in distribution for
the Gromov weak topology to the marked Brownian CPP with parameters (t, ETZﬁoc’()c) dx).

PROOF. By observing the moments of Brownian CPPs in Proposition 3, it is clear that
a marked Brownian CPP with parameters (¢, ZTzfzg"(x) dx) converges to a marked CPP with

2~ . . . .
parameters (f, 2Th""(x) dx) as ¢ — 0. Next, a triangular inequality shows that our proposi-
tion boils down to proving that

Conditional on {Z;y >0}, lim lim dycp (M}*, M}F) =0 in probability.
& — 0

—0

We know from Proposition 15 that, conditional on {Z;5 > 0}, %ZIL "y converges to an expo-

nential random variable with mean % / E, h*(x)dx and by Corollary 9, it remains to show
that

1
lim sup lim sup NEX[ZzLN — ZILA’,E|Z,N > 0] =0.

>0 N>
Note that

1

1
—E,[z5, — zE6|1Zz Ol=————
N )C[ tN tN | IN > ] N]P)x(Z[N > O)

/ piN(x,y)dy.
y¢Eg

Finally, Proposition 12 and Theorem 1 imply that for N large enough, we have

1 h(0, x) ~
k. [zk — zEE|Z o<c( )f h(0, y)dy.
N x[ tN ‘N |ZiN > ]_ 7% (x) ¢E, 0, y)dy

Equations (20) and (47) yield the result, letting first N — oo, then ¢ — 0. [

PROOF OF THEOREM 3. By Proposition 16, it is enough to prove that conditional on
{Z;ny > 0}, M;n and MZLN are coupled in such a way that they coincide with a probability
going to 1 as N — oo. In light of Lemma 18 and of our Kolmogorov estimate, it is sufficient
to show that NE,[R' ([0, 7N])] = 0 as N — oo. Corollary 5 then yields the result. [

PROOF OF THEOREM 2. This is a corollary of Theorem 3. The proof goes along the
exact same lines as Theorem 2 in [6], where the convergence of the population size and of
the genealogy is deduced from the convergence of the mmm-space to the Brownian CPP. We
recall the main steps of the argument for completeness.

Both maps

(X,d,v]— |X|,  [X.d,v]— [X,d, %}
are continuous w.r.t. the marked Gromov-weak topology. Recall that conditional on survival,
M; converges in the marked Gromov-weak topology. Hence, (i) readily follows from the
fact that the limiting CPP has a total mass exponentially distributed with mean 272’ (see
Remark 4).

Let us now prove (ii). Let [X, d, v] be a general random mmm-space. Sample k points
(v1, ..., vr) uniformly at random with replacement. Let (xy,, ..., Xxy,) be the types of the
sampled individuals. Then E[vr ((d(v;, v})), (xy;))] is nothing but the moment of order k of
[X,d, ﬁ]. Since, conditional on survival, M, converges to a Brownian CPP, (ii) follows from
Proposition 4. [
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